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According to Polya (r962), perhaps the greatest value to be 'gained from the
study of mathematics is the ability to solve problems. In spite of its importanCe,
however, relatively little is known about how to teach people to solve problems, or

%D how to program computers to do so. Specifically, one of the great mysteries of our
cr. time is why some probleM solvers (human or computer) succeed on problems for which
rt.' they have all of the necessary component skills (operators) whereas others fail.

trN
In dealing with this question most research. in AI has been concerned with the

4v,

44 construction of powerful computer'programs %Mich can solve more or less diverse classes ief:,

rq of complex problems. In computer simulation an attempt is made to also parallel human
cm performance on such problems. I6bgeneral, such systems (e.g., Newell & Simon, 1972;.

Minsky & Papert, 1972) have been comprehensive in scope; they have been concerned with .

LIJ preblem definition (the construction of subgoals), memory, the derivation of solution
Orocedures, and the use of such procedures.

understanding by lealitg separately with the various aspects of problem solving (e.g.wrear0
LamlThe present research hacladopted a somewhat different strategy. It seeks

the Arivation of solution procedures). In particular, this.research is concerned wi
the specification and testing of general, potentially useful heuristics for construgtietc
ing procedures for solving compass and straightedge construction problems in geometry.
The research also was concerned with developing and determining the feasibility of a FEcsia2
general method by which heuristics may be identified irf arbitrary problem domains. ==-

One general point of departure was Polya's (1962) work on heuristics for geomegt
construction problems. These heuristics are purposel* cast in a form designed to pars:
lel human thought processes in much the same way as are such general heuristics as means.,---

_....._---L.-,'ends analysis (e.g., Newell & Simon, 1972). Human processing presumably is highly
'efcient in many situations, and the importance of paralleling human processing in AI,
as well in computer simulation, has become increasingly well recognized as a means oC.------:-.--=----r
significantly reducing processing time. Winston (1972), for example, has noted how
constraining syntactic procedures to reflect underlying semantics- in the recognition flaLII7

of block scenarios can drastically reduce the number of possibilities that must be .1:::n
cansidered.

0-11PdgM

In spite of the broad acclaim for Polya's'work generally, however, and the in-
trinsic "support for his of heuristics it has beennotion, 4pecifica3ly, sometimes
iifficult fo.capitalize on these ideas as fully as might be desired. -Althou h often

11,...u?.,

ni'2
useful, his -Ieuristics frequently are little more than general hints, and 1 ve much fill0Ciell

-... 1to be desired insofar as pinpointing what a human or computer must know i order to
solve specific kinds of problems. In order to lend themselves to technological treat-
ment, heuristics must be transformed or incorporated into strictly mechanical proce-
durei that can be moreor less readily implemented'on computers. 'Ideally, one might
dasire reductiiiii of heuristics to algorithms; witness the alpha-beta "heuristic" (e.g.,
Nilsson, 1971).

Since heuristics tend to be (problem) domain specific', the potential value of
more or less general and systematic methods for specifying heuristics in arbitrary

compatible with Scandura's (1973) theory of structural learning, and be an ext sion,

problem-domains seems fairly clear. Our `approach to this problem was designed o be,

of a method used earlier by Ehrenpreis and Scandura (1972). That portion of the theory 4

with/which this research is most concerned has been shown empirigally to reflect the
behavior of.individual subjects,in particular situations where problem definition and

ko 1. This research was supported by National Science Foundation Grant GW 6796 to'the

N first author. An unabridged version of this paper is available from Joseph M. Scandura,

3700 Walnut Street, University of Pennsylvania. Philadelghiat7Ta..19174..,

CI) Y. Now at Villanova Unirsity,
.
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I.uL Luess.J.4eo Lueory use oeen shown
with some empirical verification (Scandura, 1973a; Scandura, 1973b) to be extendable to
situations involving memory, and, apparently, also problem definition (Scafidura, 1973a,.,
o. 348) and perception (Ch; 5), without essential change. The structure of till theory
must be enriched in tthese.ases but without affecting its basic character (i.e., under-.
lying Pehavior mechanism)'1,1 This research is based directly,on one part of the, idealized
theory, in particular that part which is concerned with competence--the specification of
rule sets which account for'classes,of problems. In this theory, a rule set is saidto
account for aclass of problems, roughly speaking, if for each problem in the class (1)
there ise solution rule, (operator) in the rule set which has-the problem in its domain
and Whose range contains the solution to the problem or (2) there is a higher order rule el
tn the rule set which applies to rules in the set and generates a solution rule. In'
such a rule set,, higher Order rules correspond to heuristics. (For a more general and
formal formulation, which allows for any number of levels of derivation and in which the
rules are not in a fixed hierarchy, see Scandura, 1973a, Ch. 5; 1973b.)

It seems unlikely, of course, that algorithmic methods can be found for devising
nontrivial rule gets or heuristics. 'Indeed, as Chomsky (1968) has argued in the case of
.linguistics, no such method exists for dealing with observables as complex as language.
Work in automatic programming, on the other heed, while it is quite far'at present from
a satisfactory solution, is proceeding as the authors3 understand it, on the assumption
that significant progress in this direction can be made.

In the presen' research, the task of specifying heuristics is made simpler in at
least two ways.. First, and most important, the type of competence theory proposed im-

, posei important constraintson the nature of allowable rule sets, and in turn on the form
of the heuristicsqhigher order rules). In particular, higher order'rules are assumed
to operate on component (lower order) rules to generate integrated problem solution rules
(procedures). These rules may simply compose component rules but may also modify them,
for example, by generilization or restriction rules (Scandura, 1973a).

Second, restricting the level of analysis to that of flow diagrams, rather than
computer programs, mikes it natural to represent the constituent operations and deeision
making capabilities at whatever level seems to most adequately reflect human knowledge

_ rather than at a level Predetermined by some programming language. (ile de not mean to
minimize the importance of devising working programs. In fact, parts 'of this analysis
"have ,been implemented by one of the authors.) While no general assurance can be given
with regard to any particular pethod, it would seem that a method which results in
'heuristics (and simple operators) that appear consistent with human thought would have
a reasonable chance of having general'value.

/ 'A METHOD OF ANALYSIS

Our method of analysis went something as follows. First°, we attempted to set some
reasonably explicit bounds On the class of geometry construction problems to be consider-
ed. In particular,.we considered only those problems in or like those of Chapter 1 of
Polya (102).

Our next step was to classify these problems on heuristic-intuitive grounds.- Our
aim was to place similar problems in the-same'categoriea, in accordance with the general
form of their solutions. We were one step up inthis regard, slake Polya had already
done.part of the categorisation for us, All of his problems can'be solved according to
some viiriant or combination of the three general heuristics he describes: (1) the
pattern of two loci, (2) the pattern of similar figures, and (3) the pattern of auxiliary
figures.

After the various tasks had been classified, we made sure that the domains and
ranges of each task were_fairly explicit. Then we identified explicit procedures for
solving each type of task. Care was taken to insure that these procedures reflected our

3. The authors do not profuse to be experts in AI or in computer'simulation as such,
but rather in the adjacent and we think complementary doraidof structural psychology
which is, in our view, considerably broader than contemporary cognitive and information
processing psychology.
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'intuitionsintuitions as to how intelligent high school students mi ht go about solving the pro..

bldms. In some cases it was possible at thip point to subclassify some of the (risks.

. The most critical step was to identify general parallels among the procedures '

developed for the sampled problems within each.of the various classifications; and even

more important to devise higher order rules ,(operator combination methods) which

realized these parallels as relatively formal, but still generalvprocedures. The

,higher order rules so Identified (together with the component lower order rules on which

they act) provided a general basis for constructing solution rules for the sampled

problems.
Then we attempted to rdfine the resulting higher order rules with regard to

specific sampled. roblems. This was done systematically; where a'higher order rule'

failed,to yield an adequate solution rule for a sampled problem, appropriate modifi-

cations in the higher order rule were made. A serious attempt also was made to insure

that the higher order rules were compatible with human knowledge.4

PATTERN OF TWO LOCI 107

Our first step was to select'a broad sampling of two-loci problems and to devise

.,procedures for solving each. For example, consider the problem: "Given"a lipefand a

point not on the line, and a radius R, construct a circle"of raditia R which is tangent

to the given line and which passes through the given point." This problem can be solved

according to the following procedure: "Construct the locus of points at distance R from

the given point; construct the locus of points at distance.R from the given line; con-

struct a circle using the intersection-point of the two loci as center,' and the distance

R as radius."
This solution rule clearly involves the pattern of,two loci. In this case, as

with all of the problems in Polya's first category, the tasks may be characterized

according to the form of their solution procedures: two loci are determined one after

the other;the point of intersection of these loci in turn makes it possible to construct

the goal figure.
Further analysis of the class of two-loci pro lems, however, revealed differences

in the ways problems are solved. In many solution ru s for example, like the 'example

above, the two loci can be found independently, in eit er order. Furthermore, at no

point in the course of applying the solution rule is it necessary to measure a distance.

Some form of distance measurement, however, is required with other tasks. Some of the

sampled tasks require measurement ih order to construct the goal figure; the solution

rule for another problem involves measurement before the second locus can be found. In

still another task, one of the loci is actually given, or equivalently, can be thought

of as obtained by applying an identity rule. The goal figure in still another task is

simply the point of intersection of the two loci.

An initial characterization e

As a first step in characterizing a two loci higher order rule, we systematically

went through the various solution rules for the pattern of two-loci tasks and identified

all of the different component rules that appeared in our sample problems either (1)

in constructing one of the loci, or (2) in constructing a goal figure. The lower order

rules we identified were mostly common constructions (e.g., perpendicular bisector,

circle; parallel line) Some of the lower order component rules were used to construct

a needed locus, others) were involved in,constructing goal figures, and some served both

functions.5 1

The higher order rule in Figure 1 shows schematically how 'the various solution

rules may be constructed from the component rules.

4. See Appendix ,A.

-5. Lists-of the component rules involved in our analyses are available in the

unabridged report. See footnote 1.



www.manaraa.com

41,1%.
iL

Construct representative (S1, R1) pair.

1

1. Doesithere ;exist a point'kand a rule rg

such that X E Dom rg and Ran rgc:G,and X
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The higher order. rule in.Figure 1 applies to the problem (i.e., the stimulus situation,
-Sd and to the goal (G) itself, as well as to the lower order component rules.6

First, an arbitrary representation01, R1) analogous to the solved-problem is
-constructed. In our illustrative task, a sketch likellgure 2 would serve this ptirpose.

Note that constructing such a representation is not the same either as'solving the pro-
blem, or as constructing .a solution rule for the problem. The sketch in Figure 2, for
example, can easily be generated by first drawing an arbitrary circle, then draWing an

7
arbitrary line tangent to it, and placing an arbitrary point on it. More generally, an
arbitrary representation (R1) of the goal figure (R0). is Constructed first. Only then
is a representation (S1) of the information given in the stimulus situation (Sdcon-

o
structed in relation to the representation of the goal figure. In effect, the first
operation on the higher order' rule amounts to representing geometrically the meanings of
goal situations (i.e., goals plus stimulus situations) by a "sketch," or some equivalent
representation

The second step islithe question: "Is there a point X in (S1, B4) -which satisfies
tiro locus conditions - and, if so, is Otere'a goal constructing rule (rg) such that
point X is contained in the domain of rgf'(Dom rg) and such that the range of rg (Ran rg)
it contained in the goal, G?"

As shown in Scandura (1973a), decision making capabilities can be characterized
as partitions on a clais of input situations; in the present case,..each representation
(S1, R1) either contains a point X which satisfies two locus conditions or it does not.
If it does satisfy two such conditions, then the-next operation involves forming the
rule consisting of (1) a decision which asks whether there is a point X in the domain
ofir which satisfies two locus conditions, (2) the rule r g, and (3) stop.

1 13
Next, the available component rules are tested to see whether there are two of

th41 which apply to the represented stimulus (S1) and generate loci which contain thA-
point X. Given that such lotus -rules exist, the next operation constructs the solution
rule Rs in which first one locus rule is applied (after testing to see whether the
Stimulus situation is in its domain), when the other rLI, and finally the goal construc-
tion rule rg.°

A more rigorous analysis

u. This level of description is sufficient
the higher order rule operates. But the rule i
Olemantation purposes. In the first decision
cleat just what constitutes a locus condition.

to give one an intuitive feeling for how
mbiguous, especially for computer im-

*king capability, for example, it is not
Similarly, in the second-decision making

. Sea Appendix B.

See:ApPendix C.

See:Appendix D.
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capab ility the n otion. of a rule applying to A stimdlue situation,is something less than
precise.

Closer perusal of the individualtasks made it Possible to overcome these ambi-
guities. In many cases, the desired point X is. a.given distance from one or two given.
points and/or lines. Inc the example above, for instance the point X is a distance R
,from the given point an from the given line. This suggested the following,more
Otis characterization of the first decision making capability: .

(1) Does there exist a point,X in (Si, R1) and a rule rg such that (X, E) is
contained in the domain of rg where E'is a given distance, and the'range of rg is
contained in thegoal (Ran rg CG) such that X is.a given distance from one or two given
points and/or, lines?

A similar analysis suggested reformulating the second decision making capability
as:

(2) Is there a rule ri, such that a pair consisting of given points, lines, and/or
distances in S1 is in the domain of rL (Drim rL) and such that X is a member of L
a- point on L) where L is contained in the range of rL (XE LE Ran 1-07.

A similar characterization is required for rm.
A higher order rule incorporating these refinements can be used to generate solu-

tion rules for many two-loci problems. For example, in the illustrative problem there
is certainly a point X in the representation (S1, R1) which is at the given distance R
from a given point and from a given line in S1. It is.-also true that thereiS an T2
rule which applies to the pair consisting of the'point X and the given distance, an3
whose range consists of circles and is thereby contained in the goal.

Unfortunately, as it stands, the'Modified,higher order rule does not provide an
adequate means for characterizing solution rules for other sampled two-loci tasks. In
certain tasks, ftr example, no distance is given. TIA important requirement in such
cases is often that the point X ;be equidistant from a given pair of elements, points
and /or lines, in two different instances (i.e., for two given pairs Of.elempnts). :Thus,
in-the tasks, fYInscribe acircle'in a given triangle," the desired point X is equidistant
simultaneously from two different pairs of sides of thetriangle, or equivalently, the
point X is equidistant from the three sides.

Still other tasks involve the (lower order) rule for.constructing the locus of
vertices of an angle of 'given measure subtending a given line segment. The task, "Given
side a of,a triangle, the median andand the measure of, angle A opposite side a, construct
the triangle," is of this type.- The locus of vertices, in this case, is,an arc but the -

points on it are not at a fixed distance from any point-on the given'segment. Nor, are
Ai the poitts'of.the locus equidistant from any two particular points on the line segment.

In order to take these possibilities into account, the decision making capability
was'generalized so that the point X could be equidistant from a pair of points or lines,
or could serve as a vertex of an angle ofgiven Measure whose sides subtend (i.e., pass
through the end points of) a given segment. Decisibn making capability (3) was also
enriched so that pairs consisting of angle measures and/or segments could'be in the do-
main of a locus. rule.

Further, in the problem, "Given threelntersecting lines, not'all intersecting
at a common point, construct a circle which is tangent-to two. of the lines sand whose
center is on the third," we have a situation where one of the loci, the line contain-
ing the point X, is already given. To handle this possibility we simply assume an
"identity" lower order rule, one which identifies a given line as a required locus.

With these modifications, the higher order rule handled almost all of the pattern
of two loci tasks we had-sampled. We ran into difficulty, however, with another task:
"Given two parallel lines and,a point between them, construct a circle which .is tangent
to the two lines and passes through the point." This difficulty involved the second
decision making capability ('3). There is a pair of lines in the domain of one of the
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a

locus rules - one which constructs the locus of points equidistant from the two given
parallel lines. The. second locus rule, however, requires that we first measure a
distance between two parallel, lines, one of which is not present in the stimulus So
until after the first locus rule is applied. Theft is, we need to determine the distance
between one of, the-parallel lines'and the locus of points equidistant from the two given,

...parallel lines. This di.stance serves as the desired radius.
Application. of the higher order rule in this case results in failure at decision

making capability (3).. fortpately, it is .easy totaidify the higher order rule to take
this possibility into aCcoufii.-'Furthermore,,as we shall see, this modification serves
an important purpose in dealing with the larger elates of construction problems solvable

either by.the'pattern of two loci-or by the pattern ok similar figUres.
Instead of stopping whewthe second decision fails, we simply add another group

of tests (A70. (A) and (B) duplicate (1) and (2) except that X must satisfy only one
specific condition. (C) asks: "Is there one Component rule such that a pair of given
points and/or lines is in the domain.octhat rule and is there a locus L such that the
point X is part of Land L is contained in the range of rL ?" If the answer to this is

no, we stop, but if ,che answer is yes, we can ask whether there is another locust rule
ry such :that the reftesentea stimulus situation Si, together with the preceding locus

contains a pair of given points and/or lines that are in the domain or rm.
A - revised higher order rule WhiCh incorporates all of these-Modifications is

shown in. Figure 3, found on the following page.
In checking this higher order rule we found it to provide an adequate account not

only of all ofthe pattern of two loci problems sampled, but others'as well. For ex-

ample; consider Task A: "Given sides a, b, and c of a triangte, construct the triangle."
In this,case, application of the higher Order rule generates the solutiofi rule. This

solution ruIt involves: (1) application of the rule, "Construct the locus of points at
a givei distance frOm a given point," to the end point of one line segMent using another
side'at'diStance, followed by (2) another application of the rule to Ahe other end point
usingthe remaining side as radius. Then, the triangle rule, "from a point not on a
given segment, draw segments to the endpoints of the given segment;" is applied to,ithe
intersection of'these two loci/EO obtain the deSired goal figure.,

In some cases, of course, different lower order (component) rules were involved.
For example, consider,task B., "Given-two intersecting lines and a point of tangency on
one of the lines, construct a circle.which is tangent to the two lines and which' passes
through the given point of.tangency." In this case, the locus rule for constructing
perpendiculars to lines through points on the given'. ines 140 not been required with any
,of the sampled problems.

Discussion

Aside fromthe possibility that new two-loci problems may require additional lower
order rules, the higher ordei rule appears adequate. In particular, the higher order
rule not only generates solution rules for each of the sampled two-loci problems, but
also seems compatible with human knowledge.

As'the form of the higher,order rule suggests, the component decision making
capabilities play a crucial role in deriving solution. procedures. These decision making
capabilities are designed to reflect the underlying semantics of the problem situations
by referring directly to figural representations of semantic information implicit in

the problem descriptions. In general, parts of a figural representation (S1, K1) will
represent the meaning of a task statement and reflect the relation between the given
stimulus (So) and the goal figure (R0). Notice that while the rel'eition between Si and
R1 will be the same as between So and Ro, S1 and R1 will not in general be the same as
So and Ro, respeCtively.
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For purposes of ouz analysis, the decision making capabilities were viewed as
btomic although' they can also be analyzed into more basic components. The first decision
making 'capability in the second two loci higher order rule, for example, involves both .a
conjunction and disjunction of a number of simpler conditions. 'rids decision making
capability could be subdivided, for instance, into'the following two decisions: (A) Is
there a point X that is a given distance'from a given point and/or line? (B) is-there
a point X equidistant from a pair of given points or lines? Instead of having one deci- .

sion making-capability involving conditions A andcB, then, we could have one decision
making capability involving A, and a subsequent one, B.9, 10 .-

'In addition to its purported compatibility with human kdowledge, the higher order
rule is also sufficiently precise to be mechanizable. One of the authors (Wulfeck) has
recently written a program in SNOBOL 4 which uses an intermediate version of the two
loci'higher order rule (see the unabridged report) to generate solution procedures for
many of the problems we sampled. A naming system replaced the figuraL representation
described above (see footnote 7). Routines corresponding to many of the lower order
rules (see the appendices of the unabridged report for lists, of the component rules)
Were also written. ,

Granting the adequacy of the higher order rule for purposes of our analysis, we
wish to comment briefly on some: limitations in regard to the compatibility of the Lowei
order rules with human knowledge, though the Specification of tomponent rules is not 'lei
central concern. These limitations are all variants on a common theme: The lower
order rules we have identified can be constructed from more basic components. This fact
is reflected in at least three ways.

Firin, many of the simple rulei have components in'common. iSelieral rules, for
example, all involve constructing a locils of points (ciTcle) at some distance from some.'

,

point. The differences lie in whether or not the distance and/or center points are
given directly or must be determined first. The construction rules neededto determine
these distances and/or center points are quite.basic and are apt to be useful in a wide
variety of construction situations.- Any reasonable account, designed to deal with a
wider variety of, problem situations,_would undoubtedl'r include these. construction rules
directly in the rule, set.

Second, certain of the identified lower order rules, particularly the rule for
constructing the locus of vertices of an angle of a given measure subtending a 'given '

line segment, are complex in themselves and cannot automatically be assumed to be avail-
able to many problem solvers.

A third limitation is closAy related to the first and was mentioned
the lower order rules are.to some degree specific to the tasks we have identified. To
some extent this may be unavoidable because there are always certain problems which re-
quire "trick" solutions. It would be desirable, of course, to,keep this to a minimum.
In this regard, it should be emphasized that the simpler the loWer order rules the greater
the problem solving flexibility. _

One way to modify our characterization to handle these 'limitations would be to,
"reduce" the lower order rules into their components and, correspondingly, to "enrich"
the higher order rule by adding sub-routines for constructing the needed locus,
and goal, r, rules.11 Such rules would correspond to the type of knowledge that a
person just having been tadght the basic construction rules would need to have in order
to generate solution rules directly.

For example, consider the rule: "Determine the distance between a given point
and a given line and then construct the locus of points at the obtained distance from.
the given point." This rule can be divAded into two subrules: (1) "Determine .the dis-
tance between,a point and a line," and (2)"Construct the locus of points at a given
distance from a given point." To'compensate for the reduction in the latter case, the
highet order rule could be "enriched" so that more complex rL and rg rules can be

9. .For a discussion of how new decision making capabilities are learned from
simpler ones, see Scandura (1973a).

10. Such.refitement may be useful in the assessment of behavior potential (durnin &
Scandura, 1973), specifically in increasing the precision of diagnostic testing.

11. See An 'ens E.

of'
10
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menersrect wnere ....... _ , .

when it meets certain prescribed conditions, as we have donso far, we include in the

higher'order rule 11 simple sub-routine for combining Component lower order rules. Such

. -a sub-routine for example, might select (sub)rules until one is fbund whose domain in-

cludes a pair consisting of a point and a line (e.g., the distance measuring rule(1),.

and another (e.g., the circle rule (2)) such that its range consists of circles (loci).

To make the search more efficient, it is natural to add the requirement that the range

of the former be contained in the domain of the latter. After the-component rules have

been identified, the sub-routine would form the composite of these rules, and finally,

would test the composite against the condition in the initial higher order rule.

As attractive as this possibility might appear at first, a little thought Sug-

gests its implausibility as a way of modeling human knowledge. This can be seen by

noting that all geometric.cOnstructions with straightedge and compass are.generated by

:.just three basic operations: (a) using a straightedge (e.g., to draw aline, ray,, or

feiment'through two given points; or through one point, or intersecting a line, etc.)

W4tawing an arc given a compass set at some fixed radius, and (c) given; two points,

-fitingJa compass to the distance between those points. V

:Q As we have seen, many of the lower order rules are really quite complex. Re-

'404": Itiia higher order rule; designed to reflect human knowledge, to generate such rules

fiiilemental components is unrealistic. It is unlikely that a subject who is only abl.

to!perfOrm the three indicated operations above would also have at his command a rather

complex and sophisticated higher order rule. The aceasition of such complex capabili-

00Slyiinaive subjects, whether of a higher or lower order; would almost certainly have

icibniioabout gradually throtigh learning, presumably by interacting with problems in
)

?the environment.12 :

; fr PATTERN OF SIMILAR FIGURES

Three classes of similar figures problems

The pattern of similar figures probleme were analyzed in similar fashion. Again,

,,-7,114 began with a broad sampling. of problems from Polya (1962). One of the problems iden-

tified was, "Given a triangle, inscribe a square in it such that one side of square

1:

is contained. in one side of the triangle and the. two other opposite vertices of the

square lie on the other two sides of the triangle." The second step was to identify a

solution rule for each-of the problems. For the problem above the solution rule was,

4 "Construct a square of arbitrary size such that one side is contained in the side of thi

triangle which is to contain the side of the goal square, and such that one vertex is or

'another side of the triangle. Draw a line through the point of intersection of those

two sides'of the triangle and through the fourth vertex of the arbitrary square. From

the intersection of this line and the third side of the triangle -(which -is the fourth

vertex of the goal square) construct a segment perpendicular to the side .of the triangle

Which is to contain:a side of the 'goal square. Complete the goal square using the

length of the perpendicular segment as the length of the sideS."

.
Similar figures problems,- like the example task above, may be-characterized as

those whose solution procedures involve a similarity mapping process: from some center

(point) of similarity a' figure or set of points'is mapped onto another. Further, the

Solution procedures always involve constructions according to geometric invariants unde

similarity mappings, Wher parallel lines, since parallelism is preserved, or equiva-

lently, "copying" angles, since similarity maps are conformal.

Further analysis of the similar%figuresjmoblems revealed three relatively dis-

tinct classes of solution rules. In the sample problems above, and in other problems i,

the same clasi, the solution rules all involve first constructing Square of arbitrary

site which is in the same orientation asthe desired goal square, and which meets as

many of the task conditions as possible. (Rules of this type fo constructing similar

12. Seethe section do "future directions".
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..tigures are denoted by-r.;-.) The second step in each solution rule uses two'pairA.qf
corresponding points in ffie goal and similar figdres (i.e.,.in .(St, M.1) superimposed
with the,similar figure) to determine the point of similarity (Ps), and then, construct*
a line through the point of similarity and a point on the similar figure Which corres-
ponds to a needed point of the goal figure, (Point of similarity rules areAetOted
rFs* ) Finally, the obtained point ob the goal figure is used as a basis for constructing'
the goal square.

,
it

The second class is well represented by the problem,'"Giyen angles Band C of 'a
triangle, and the median Ma to side a, construct the triangle." The corresponding
.solution rules begin similarty,by applying a,similar figures rule (ris) to two given
angles to construct an,arbitrary sized triangle similar to the goal-Triangle, with
medians,' altitudes, etc., as required.' Then a modified point of similarity rule .(rps)
is used to determine the Point of similarity (Ps, the vertex of the non:-given angle),
and to construct the given Segment (e.g., Ma), such that one endpoint of the segment is
vthe poiht of similarity, and such that. the segment coincides with the corresponding seg- ii

ment,ih the similar txlangle. Finally, a line is constructed,' through the other end'
point of the constructed segment- parallel to the side of the similar triangle that is
opposite to the point of similarity. The remaining sides of the goal triangle are ob-
tained by extending two sides of the similar triangle to intersect the constructed.
parallel line. --

The solution rules'for the-third class of problems differ in-that the first step
in each'is to tfse an rl, rule to construct a locusiof points which contains'a critical.
point, specifically the center of the goal circle. In the problem, "Given a line and
two points (A and B) on the same side of the line, construct a circle tangent to the
line which passes thrbugh the two Oven points," for example, the,locusof points (L):
equidistant from the,two given points contains the center.of the,goal cirg.14 Also.
the point of similarity is the intersection of the locus and the given lihe.'; The ec-

'ond step is to construct a similar figure (circle, C1), thigh satisfies part of the
goal condition. In our example, a circle is constructed w4h,centeeon the constructed
locus and tangent to the'given line. Next, another verspn:_ofthe pant of similarity
rule is applied; this time the point of similarity (Pd and:a gi'ven point on the goal ,-
figure (e.g., B) are used to determine a corresponding point (B') on the similar circle

!

Then. parallel lines involving corresponding points are con tructed,to determihe the
center of the goal circle. Finally, the goal circle is act ally constructed.

.,,
-%.
. 1

The similar figures rule .

The higher order rule shown in Figure 4 (together with,,a set of applicable lower
order rules) provides a sufficient basis foF solving all of the sampled pattern_ of sida-
lar_figures-prohlems Furthermore,-the higher order rule appears to reflect the underlying
semantics (Figuri 4 found on the following page). For example, let us see how a solution
rule for the first illustrative, problem above (inscribing a square in a triangle) can
be generated by application of the higher order rule. .Tie first decision,making
capability (A) asks essentially'whether a point X is needed to serve as the center for
a goal circle. As the goal figure is .a square, the answer is obviously no. Decision-
making capability J then asks if there is a goal similar figure rule (r s) which applies
to, representing stimulus S1 and generates squares that)eatisfyvart (G5 of the goal
condition (i.e., the range of rgs is contained in Gs which-in turn contains G - equiva-
lently, anything which da0afies G, satisfies Gs, but not necessarily conversely). The
lower order rule, "Construct a,square in a triangle with one side coincident with one
side of the triangle and one vertex on another side of the triangle," satisfies these'
conditions so the rule is retrained as indicated in operatioti K.

Decision making capability L asks two things: (1) Is there a point Xs which
corresponds to a missing point X in the goal square? (2) Is there a rule rg such that

12
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the, stimulus S1, supplemented' with the point X (1.0e., XU S1), is in the domalmof rg,
and r2sgenerates a goal -like figure (ran rgc;G)? 'In short, is there a point Xs in
the similar square which corresponds to a point 4 from which the goal square may be
'constructed? 'Clearly, there-is such a point Xs and the rule, "Determine the distance
from a point to a given line segment' and construCCa square with sides of that length"
satisfies the necessary conditions. Operation M forms the solution rule consisting of
'the' two 'rules above with the, point of similaritynrule between -them.

I ,

.
To see how the higher order rule works with the second class of problems, con-

sider the'second illustrative problem. above (constructing a triangle, given two angles
and a median). In this'case, the :answers to decision making capabilities A and J are
again. "no" and "yes," respectively.' Hegel rgs is, "Construct a triangle of arbitrary
size using two given angles and add parts correspondia to given segments." At deci-
sion making capability L there is a point X in the goal,figure,sthe.endpoint of median
Mal, which can be specified by rpS. -Operation M again forms the solution rule. .

Notice that the first two claOsts of problems involve the same path in the
higher order rule. Each solution ruYe requires a goal similar figure rule (rgs), the'point

. of similarity rule (rps), and,a goal constructing rule (rg). The only difference is
whether the goal andSimilar figures are squares or triangles, sith all that implienor
the particular rgs and r2 rules required. In short, this example illuStrates how what
day appear initially tobe basically different kinds of problems may turn out to have a-
common genesis.

The third problem (constructing a circle tangent to a giyen lineand pasSing
through two given points) illustrates the other path through the'higher'order rule. In

this case, if we knew the center (X) of the desired circlet we could solve the task.
Furthermore, this missing point X is on a locus, namely the locus of points equidistant
from the two given points. Hence, decision making capabilities A and C are satisfied,
and we retain the circle constructing rule (rg) and the petpendicular bisector rule.
Decision making capability .F asks if here is a rule (rgs) which applies to the stimulus
S1 as modified by the output of thclocus rile (i.e., S1 U rig?. (S1)). Condition F 4s
satisfied by,a rule that generates circles with centers on a given line (the locus) and
tangent to another given line. The answer to the decision making capability Hks also
"yes."' The two given points on the goal figure obviously correspond to two points on
the siiilar circle. fly operation I, the solution rule follews directly: "Construct
the locus of points equidistant from the two given pointsrEonstruct a circle with center
on that locus tangent to the given line; apply the point of similaiity rule, and then
the'parallel line rule to determin%the center of the goal circle; construct the goal
circle using this center and the distance between it and a given pointof radius."

It should be noted that in one of the sampled tasks the "locus" is given. The
easiest way to handle this special case is to limply add an identity locus constructing

or'at cision making capability
rule as before. It would also be a simple matter to modify he higher order rule to
take this possibility into account by asking, prior to
C; whether there is a line in S1 which contains X.

tr

Combined rule for two-loci and similar figures problems

It would appear from our analysis that the two higher order rules, together with
the necessary lower order rules, would provide an adequate basis for solving the
sampled two loci and similar figures problems .and others like'them. Indeed, there are
two possible modes of s lution in the case of one of the sampled similar figures tasks:
"Inscribe a square in right triangle so that two sides of the square lie on legs of
the triangle, and one v rtex;of the square lies on the hypotenuse." Instead of using
the pattern of similar figures, as illustrated in our first example, the pattern of two

14

Ne.
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loci rule can be Used to construct the bisector of the right angles The intersection
of this locus with the hypotenuse (the other locus) is the "missing point" X and pro-
vides a sufficient basis for constructing the goal slivare.

Although it is not always critical to distinguish between different modeb of
problem solving, any complete account designed to reflect human behavior must specify
why one mode of solution is to be preferred over another .(cfs\Scandura, 1973a, Ch. 8).

an the present case, there are two possible ways of handling this. First, we can add

'higher order selection rule to the rule. set'which says simply, if both higher'order
rules apply, select the pattern of two loci., The rationale is that the pattern of two
loci rule will generally yield a simpler method of solution.

A second' way to handle the problem is to devise a single, higher order rude which
combines the advantages of both higher order rules. Theligher order'rules in Figures
3 and 4 can be combined to yield the higher order rule deNIcted in Figure 5. Thepath
in this higher order rule designated (1,2,3,4) corresponds to that-path of, the two

t :"loci higher order 'rule which-deals with those
cases where the two loci may he found in either order. The path (1,2,3,A,B,C,D,E,4)
deals with these two-loci problems where one locusl-mUst be found before the other. The

other two paths correspond e& the similar figures higher order ule.

PATTERN AUXILIARY FIGURES

,

Not all compass and straightedge problems can be solved via the pattern of two
loci or the pattern of similar figures. In this section, we describe a higher order
rule for dealing with the third class of problems identified by Polya (1962)%the pat-
tern of auxiliary figures. We also show how the combined higher order rule (above) may
he extended to account for essentially all of the construction problems identified by
Polya (1962).

Auxiliary figures higher order rule

Our initial analysis was based on a sample of five diverse auxiliary figures
problems. One of the problems used was, "Given the three medians of a triangle, con-
struct the triangle."

The analysis proceeded as before. First, we identified a procedure for solving

each problem. Then, we looked for similarities among the solution rules and identified

the component rules involved. In general, the required goal figures were not constructs
able via either the two loci or similar figures higher order rules. However, in each

'case the goal figure could be obtained from an (auxiliary) figure that was constructabile

fromthe given information. In the problem above, fot example, a triangle can be con4
structed from segments one-third the lengths of the given medians. The goal figure is

obtained by extending two of the sides of this auxiliary triangle to the respective
median lengths and drawing lines through the resulting endpoints. -

The analysis resulted in the auxiliary figures higher order rule shown in Figure

6. This higher order rule generates a solution rule
for the illustrative task above as follows(: First, an arbitrary representation for

the solved problem ( S1, Ri) is constructed. In this case, an arbitrary triangle is

"sketched," and its medians are represented on it. The first decision asks whethgr there.

is (1) an' auxiliary figure, and (2) a rule ri which operates on the auxiliary figure.

and generates the goal figure. In this task, there is such an Ruxiliary figudee, a tri-
angle having sides one-third the lengths of the given medians.li In addition, the rule,

"Extend the constructed segments to their given lengths and draw lines through their

.
endpoints," satisfies condition (2). The next decision (III) asks whether or not a

point is needed, in addition,to the auxiliary figure, to construct the goal. Here, the

answer is "no"; no other point is needed. Finally, decision IV asks if there is an

auxiliary figure construction rule (ra) available whose domain contains SI (SiE Dom ra)

13. See Appendix F.
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1. Does there exist a point X in (S1,11)

and a rule r
1

such that (X. E) E Doe r

where E is a point or distance, and Ranir;c

G. and X satisfies two specific conditions of

types:
X Is a given distance fron a given point or line
I is equidistant from a given pair of points
or lines, and/or
X is the vertex of an angle of given
erasure subtending given segment?

Construct repreientative (Si. ) pair.

I

yes

2. Construct: -
3. Is there a rule rL such that a pii consis-

lIng of elven points. lines. segments. distances.

or nglmesures In Si fs-in Don rL and there I

locusl.such thatIELERon elf Also ft'?

{ :Construct solution rule Rs:

'Figure 5

A. Does there exist a point X In (SI, li)

end a rule r such that (X. E) E Dom r
1
were

E IS a point or distance. and Ran rc G.

satisfies one of the conditions given In the

first decision (1.)?

(.::

C. Is there a rule r
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such that a pair °nits-
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yes

(
STOP
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START

Construct representative (S R ) pair.

I. Does there exist an auxiliary figure AUX, and 's

a-rule r
9°

such that AUX E Dom r and Ran r c:
. 9

II. Construct:

1yes
.-51\

-sS

4

KM. Is there a ,point X

E Demo rg such that X t AUX?

no

IV. Is there a rule
"a

such

o 'that S
1
E Dom r

a
and Ran r

a

CO 1 A like AUX)?
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yes

V. Construct solution rule :
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yes
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.
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a
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a

c(A 1 A like,AUX)?

,ayes
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STOP
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and whbse range containethe auxiliary figure (i.e., Kan rac.. t alA is Like AUX) ).

In this case, the rule, "GoAlitruct'a triangle-from segments one-third the tenths of

three given segments (#iedians)" Satisfies- these conditions and operdtion V constructs.

* the solution rule, "Construct'atriangle having sides one-third the length of the given

medians; extend two segments of the constructed triangle to the respective median lengthi,'

and draw lines through the endpoints of the medians to construct the goal triangle .11

The other path through the, higher order rule may be illustrated: using the task,

"Given the f6m%sides a,b,c,d of a trapezoid (alCc),..construct the trape6id." Again,

the answer to decision 1 is "yes." (Where the answer is "no," the higher order rule

11

fails.) The triangle with c-a, b, si:as ides, serves asthe auxiliary goal figure and

the goal rule, "Through corner points of an auxiliary figure and through another poiht

not in the auxiliary figure, draw segments to complete the goal," is selected. Unlike

the first path, however, the answer to decision. III is "yes" since the,goal rule (r )

acts on pairs (X U AUX) consisting of:an auxiliary figure dad a critical point X. The

next decision (IV) asks if there is a rule ra that constructs the auxiliary figure from

given information. This condition id-satisfied by the ra rule WhieR constructs the auxi-

liary triangle from the sides ofa trapezoid. Recision VIII asks whether there are two

locus. rules (ri, and ill) which apply to the auxiliary figure and/or otherT,given.informa-

tion (S1) and whole ranges contain X. The circle rule (rC), applied to afferent portions
of Sp AUX,-plays"the role of both locus rules. The solution rule (Operation 'IX) is a

concatenatir of the component rules.
,

.

.

.
,.,

Combined twe-loci, similar and auxiliary figures higher order rule

i
.

.
Taken collectively-, the three higher order rules describdd above can be used to

'construct solution procedures for a wide range of geometry construction problems..

Furthermore, they appear compatible both-with human behavior and with the heuristics.

originally identified -by Polya (1962). , .

This.is notnieant to imply,-however, that the three higher order rules are un-

related to one another. Both the needed point X in dike pattern of two loci, and the

similar figure in the pattern of similar figures can be regarded as 'special auxiliary.

figures. Indeed, one could modify thepauxiliary figure higher order rule so that it,

together with the relevant lower ord r rules, would account for all three classes of

problems. 16 addition, ;
the similar na.auxiliary figures higher order rules. may be

viewed' as progressive generalizations of the tWn-loci ,higher order rule. It is not

difficultto conceive of third level higher order generalization rules which have the

two loci higher order rule and a similar or auxiliary figdre as'inputs, and'a more gener-

al higher order rule iu which a similar or auxiliary figure is substituted for the miss-

ing oint.X, as the corresponding output. -

Alternatively, theeombined two-loci, similar- figures higher order rule (Figure

'4) can be extended to include auxiliary figures. In addition, the extended order

rule depicted in Figure 7 allows recursion on the higher order rules.
To see this, notice that the higher order rule'showoin Figuye 6

cat,terminate at several points without finding a solution rule. In some problems this

is unavoidable; there may not be an auxilibry figure from which the goal figure can be

constructed. Sometimes,, however, there is an auxiliary figure, but one which is not

directly constructable from the given information. -Such auxiliary figures can often be

constructed via the pattern of two-loci, the pattern of similar figures, or. the pattern

of auxiliiry figures itself. In those cases where such an auxiliary figure exists, we
allow for this possibility by returning control to the start of the combined higher

order rule inorder to derive an ra rule for constructing the auxiliary figure. Once an

"auxiliary figure (ra) r,le has been' derived, the original procedure resumes..
To see how this higher-order rule works, consider the!- following task, "Construct

a trapezoid given the shorter base a, the base angles-A and D, anikthe altitude Ht." As
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in the trapezoid example-given earlier, the needed. auxiliary figure is the triangle
having sides .c-a, b, and.d. But, this triangle is not directly constructable from the
given information. None of the assumed lower ordeirilles is adequate, so the higher
order 'rule breaks down at step VI. The flow of control therefore returns to step 1 with
the pim of constructing the auxiliary figure.14 Beginning here, the problem of construct-

. ins this. auxiliary figure is a straightforward similar figures task, one in fact which
we had sampled.

The higher order rule of Figure 7 also generates solution rules/for even more
complex problems, proviId we assume the necessary component rules. For example, con-
sider the problem, "Giyen three noncollinear points A, B, and C, construct a line XY
which Intersects segnientirF in the 'point X and segment WU in the point Y, such that seg-
ments AX, XY, and ?B are all of the same length."

O

Figure 8 -\

The reader may wish to derive the solution
himself. (Hint:. Several recursions are required.
port.)

DISCUSSION

e for this more difficult problek
or details see the unabridged re-

Summary

In.summary, a quasi-systematic method for characterizing heuristics involved in
problem solving was proposed and illustrated with compass and straightedge constructions
in .4eometry. Higher order rules, together with corresponding sets of lower order rules, t
were constructed for the two -loci, similaar figures and auxiliary figures problems iden-
tified by Polya (1962)..: First, the two-loci heuristic of Polya was made precise. We
saw hoW decision making capabilities (decisions), and-Particularlythe conditions used
to define decisions, play a central role in higher order rules. The similar figures and
auxiliary figures heuristics were similarly formulated. We also-showed how the two -loci`
and similar figures higher order rules could be combined to form one higher order rule,
which (together with appropriate lower order rules) provides a basis for solving both

14. This involves memory and is not indicated in the flow diagram.
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,kinds of problems. Finally, a combined two-loci, similar and/or auxiliary figures high-

er order ruleWas constructed. This higher order rule allows recursive returnrto com-

ponents of the higher order rule, corresponding to the individual higher order rules,

and was considerably? more powerful than the others. Its use on some complex problems

was illustrated.
Overall, the analyses demonstrated the viability of the analytic method. The

higher order rules identified were precise, compatible with the heuristics identified

by Polyat and intuitively seemed to reflect the kinds of relevant knowledge that success-

ful problem solVers might have.
The ,cehtral role played by mantics in.the analysis should be emphasized. The

meaning of esChtask was represents by a goal figure (S1, Ri) representing the giver('

- goal situation 1S0, Ro) . The'relations among, and properties of, the elements of these

figures, together with the domains and ranges Of Odividual rules, were reflected direct-

ly in th4hlgher order rules. Although little attention was given to. the formal repre-

sentation of semantic features, the goal figures clearly placed powerful constraints on

the rules selected at each stage in applying the higher order rules. Representation in

terms of Some arbitrary (e.g., random) syntax, unconstrained by goal figures, would have,

necessitated backup capabilities and, in peinciple,'could easily increase the number of

possib10-construction rules at each stage beyond any reasonable computational capability.

That is without the constraints imposed by the'goal figures, the'number of possible

points,' arcs, and 'lines that might be constructed could be almost unlimited. The effect

of using goal figures is very much the same as that referred to by Winston (1972) in a-

recent paper on vision. He argued that although the number of combinatorially possible

arrangements of vertex types (Guzman, 1968) is very large, the number of types that

yield real figures is much smaller.

Limitations

.
Nonetheless,. the present study has certain limitations which, In principle4 could

be_Overcome.' First, as in existing state space. formulations, all of the higher. order

operations were limited to compositions' of rules. In future research, more attention-

should be given to other kinds of-operations. Generalization, restriction, and selection

Scandura, 19730, for example, might well be expected to play an important

role in problem solving.
There are a variety of ways in WhiCh such rules might enter. (a) In discussing

the two-loci higher order rule, we have already seen how the scope of a decision (making

capability) may be generalized to generate solution rules for a broader range of problems.

In particular, we saw how the first decision, which was initially restricted to situations

where the desired point X was a given, distance from two given points, could be general-

ized, for example, to allow the point to be the same distance from two.given points. It,

is not hard to envisage a generalization rule by which such shifts might be wade. The

relationships observed previously-between the missing points X, -and. the similar and aux-

iliary figures, suggest another kind of generalization involving the identified higher

order Mules.
(b) There are a wide variety,,of construction`problemAMt* h might require the

independent derivation of more than one missing point, similat figure, or auxiliary

figure. As a simple-example, consider the task of constructing two circles, ne of which

is to be inscribed in a given-triangle and the other, to pass through its vertices (i.e.,

to circumscribe the: triangle). In this case, the problem can be solved by applying the

two-loci higher order rule twice. The higher order derivation rule here can be thought-

of as a generalization of the two-loci rule in which two or more applications

recursions) may .be allowed. One can easily conceive of a simple higher order generalize-

tion.rule which operates on rules and generates corresponding rules which are recursive.

The combined two-loci, similar and auxiliary figures higher order, rule is one possible

consequence of apply some such higher order rule.

21
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(c) If we had allowed unsolvable variants of the problems considered, truly via-
ble solution-rules would hhve to be appropriately restricted. The solution rule for
"constructing a triangle with aides of predetermined length," for example, works only
when the sum of each pair of sides of the triangtie is greater than the third. A com-
pletely adequate solution rule would have to test this possibility. It is possible to
conceive of higher Ordeivrules, which operate on rules of various kinds together with
special restrictions (e.g., the triangle inequality) to generate correspondingly're-
tricted rues.

(d) It is also possible to conceive of three Himensional'analogues of compass
and straightedge'constructions. In this case, the higher order rules would operate on
the usual two dimensional construction rules and would generate their three

.

analogues. For example, a rule for constructing the locus of points equidistant from a
given line (i.e., a pair of litres) corresponds to a three dimenSional rule which con-
structs a cj(linder about the line,15

,

A second limitation is that nowhere did deduction play a role in our analysis.
In solving constructions, real people frequently attempt to justify logiEally the various
Constructions they make. Constructing a triangle given its three medians, for example,
requires thht=a person know or deduce the fact that the medians intersect at a point
'two-thirds of the way from each:vertex to the opposite midpoint (see footnote 13). To
this extent,..our analysis is liMited and may not adequately:ieflect human knowledge.
Our rules reflect semantiCs, but not inference. Extension of the proposed analysis to
deduction should be a first order of business. It is likely that existing geometry
theorem proving systems (e.g.,. Gelernter, 1959) may be useful in this regard.

A .third major limitation of this research is that cumulative effects of learning
were not considered: each problem in our analysis was considered as de novo. If one
-wishes to charadterize solutions to problems in a given class (e.g., the two-loci tasks)
relative to a fixed, self-sufficient set of rules, soi*e fairly complex rules .(e.g., the
angle vertices rule) must be included. Furthermore, and im many ways more important,
such characteiizatfons, at any particular level'of analysis in a task domain tend to lack

.:flexibility. The atomic elements are so large, relatively speaking, that there are many
intermediate level problems that cannot readily be solved using such rule sets exclusive-
ly. Also important from the standpoint, of behavioral analysis, it is doubtful that such
lower order rules would adequately reflect the knowledge had by most subjectsassumed to
know the identified higher order rules. Such subjects,would almost\certainly also know
a wide variety of simpler construction rules, even though we might not explicitly include
them in a rule set deterihined by'sampling complex problems of the sort we used. Future

.-,work is planned which is designed to meet many of these ajection;.

Future directions
ts

The method of analysis used in the present research is based on Scandura's 41973a)
theory of structural learning, more particularly on those aspects of it which deal
competence. The aim Of the latter is to specify (hopefully mechanizable) procedures

--vhich characterize the knowledge underlying given classes of behaviors (e.g., problem
solutions) that one might wish to attribute to an idealized knower. As noted, our
approach to this problem involves the invention of finite sets of rules (including high-
er order rules which may operate on other rules as well as on data elements) which can
be applied as indicated for example, to generate problem solutions.

This level of theory) of course, applies only at an analytic level in the sense
generative grammars accountotor language behdvior. The relevance of the theory to actual
human behavior, or, for that matter, to the design of artificial intelligence systems,
depends fundamentally on our ability to specify mechanisms by which such rules are to
interact in specific situations, and what effect iflany such interaction has on the
nature of the rule set itself.

15.= -Implicit in the above examples is another limitation to Which we have indirectly
referred previously. Our. original analyses were limited almost exclusively to single
higher Order rules. In no case did we attempt to identify rules which may operate on
higher order.rules,.although our examples make it clear that we could have done so. The
problems involved in accomplishing this would be ptactical rather than theoretical.
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The structural /learning theory (Scandura, 1473a) is partly concerned with the
specification of such mechanistic,' The theory rests on the fundamental and widely-held
assumption that in problem. solving people areaattempting to achieve some goal. In the
simplified version of the theory considered here, the basis mechanism which governs the
use of available rules is as folloOs: CO

I

The subject tests his available rules (r) to
see ,if one (or more) of them satisfies the given goal situation (i.e., Iflo E Dom r and
Ran r1:: Goal). If so, the' subject will apply it. (B) If a subjedt does not have a rule
available for achieving a given goal, then control automatically shifts to the higher
level goal of deriving a procedure which will satisfy the original goal. ,(C) If a high-.
et level goal has been satisfied (that is, if some new. rule has been derived Which con- -

tains the stimOus situation in its domain and whose outputs satisfy the original goal
criterion), the derived rule is added to the set of available rules and control reverts
back to the previous goal. The third hypothesis allows control to rethrn to lower level
goals once a higher level goal has been satisfied. (Far more general and rigorously
formulated sets of hypotheses see Scandura, 1973a.)

Puttidg all this together, we see that if an appropriate higher order rule is
available when control shifts too a higher level goal, then the higher order rule Will
be applied, and contr I will automatically revert to the original goal. The subject will
then apply the newly derived rule and solve the problem. If the subject does not have ,

a higher order rule vailable for deriving a procedure that works, then control is pre-
sumed to move to sti 1 higher levels (e.g., deriving a rule for deriving a rule that
works). Although th 0 prOcess is assumed to go On indefinitely in the idealized theory,
memory places stric limits in actual applicatiOns.

Even this si ple assumption provides an adequate basis for generating predictions
in awfde-varietyo problem solving situations.' Consider the problem of converting a
given number of yards trIbm. inches: There are two possible ways in which i subject might
.solve the problem. The,firs4,is to simply know, and have available, a rule for convert-
ing yards directly into inches: "Multiply the number of yards by 36." In this case,
the subject need only apply the run according to. hypothesis (A).. The other way is more
interesting, and involves the entire mechanism as described above. Here, we assume that
the subject has mastered' one rule for converting yards into feet, and another for con-
verting feet into,inches. The subject is also assumed to have mastered a higher order
composition rule.

In the second situation the subject does not have an applicable rulewhich is
immediately available, and, hence,, according to hypothesis (B), he automatically adopts
the higher level goal of deriving such a procedure. Then, according to the simple per

, formance hypothesis 60, the subject applies the higher order compositic0 'rule to the
rules for converting yards into feet and feet into inches. This yields a new composite
rule for converting yards into inches. Next, control reverts to the original goal by
hypothesis, (C) end,, finally, the subject applies the newly derived compoiite rule by
hypothesis (A) to generate the desired response.

Moreover, this mechanism provides a basis for an efficient characterization of
learning, since, according to hypothesis C, newly derived rules are added to the know-
ledge base (rule set). Such (additional) rules are in no way_distinguithed from any
others in the rule set; for example, they may serve as component rules in new higher
order rule applications. (Also, it should be noted'that derived rules may themselves
be of higher order and may, thus, be used to satisfy fUture higher level goals.,)

To see how knowledge may cummulate according to this mechanism, let us assume
that the learner initially knows rules for converting miles into yards, yards to feet,
feet tonches, and the higher order composition rule above. Suppose also that the
learner is first presented with the problem of converting miles to inches. In this
situation, the learner will fail to solve the problem, since the composition rule we
specified above applies only to pairs of rule&. (We assume that it does not apply to
itself.) However, if the problem of converting yards to inches is presented first, the
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Z... ,

`subject will olve it as before, and derive a yards to inches rule in the process.
4 -Further, if the miles-to-inches problem is then'presented,-it can be solved using the
derived yards to inches rule and the miles to yards rule as components. Although this
example is obviously very simple, it does illustrate the potential importance of pro-

- blem sequence in a growing (learning) system.

. ',Although other investigators have made use of similar notions in varying degrees,
the type of mechanism proposed appears totake more general use of rule and higher order

14.

rule constructs. Frequently, for example, procedureauhloh are lowed to operate on
procedures are not themselves part of the knowledge base; they a e viewed as control
processes. (In the present case, only the learning mechanism itself acts as a control
ocets.) No are newly derived solution procedures often added to the set of available
procedures. Newell. & Simon (1972, p. 135), for example, allow the-Logic Theorist to add
proved theorems to an initial set of axioms, but.this is essentially at the level of da-
ta, upon Mach proof generation procedures operate, and not at the level of the proce-
dures themselves. Viewing learning as "debugging",(e.g., Minsky & Papert, 1972) or as

.s.
"means- ends" analysis (Newell & Simon, 1972) is'essentially analogous to the introduction
of higher order rules except that in these cases implicit restrictions are imposed on
the allowable higher order rules.

In any case, most investigations in artificial intelligence have involved some
kind of state space representation '(e.g. Niisson,°1971), with problem solving involv-
ing some type of search. No generally agreed upon way of representing learning seems
to have emerged, however. Sometimes, learning is treated as 'the modification of pare-

'meters in evaluation functions which select, 'promising' nodes for expansion (e.g.,
Samuel,.1959). In other. cases, learning systems have been devised to reflect stimulus-
response principles in psychology,(e.g., Feigenbaum, 1961, Bower, 1972). Where con-
sidered by information processing psychologists who have adopted this point:of view (e.
g., Rumelhart, Lindsay, & Norman, 1972), learning involves the transformation of one
state space to another (Scandura, 1973b).

Though the proposed representation may be formally equivalent, it is our belief,
based on a variety of studiet with human subjects (e.g., Scandura, 1973a), that it is
not psychologically equivalent. For one thing, our search for basic psychological
mechanisms (e.g., of learning), which reflect commonalities in human behavior, differs
in important ways from that in computer simulation, where the essential goal is to paral-
lel overt human behavior in complex instances of problem solving and where the'basic
mechanisms (e.g., means-ends analysis), therefore, are often judged on more immediately
pragmatic grounds. ,

. v

Irrespective of one's opinion on the issue, the laws which govern the interaction:
among individual rules are assumed to be fixed once and for all'and have potentially impor-
tant implications for cotiOutar implementation. In particular, the fixed'mode,of interactiom
would make it possible in principle to modify and/or extend an artificial intelligence
system rule by rule,lwithout having to worry about the effects of these Changes on other
parts. (This latter property appears to some extent to be shared by Newell and Simon's
(1972) production systems.)

One of the major complications in current artificial intelligence research is that
even minor changes in one part of.a'system may have unpredictable effects which may re-
quire compensating changes elsewhere. The switch to heterarchical systems (e.g., Minsky
and.Papert, 1972) in which control may shift among individual programs in some predeter-
mined manner, does not appear to alleviate thisproblem.4 In contrast to the above me-
chanism, the mode of control in heterarchical 0rstems may vary from system to system,
and worse, from the standpoint of debugging, may interact with the individual programs
themselves. In short, the important point for artificial intelligence research is the,
possible advantage for implementation of a fixed mode of interaction. ,

Whether or not the mode of interaction is restricted to that proposed here is
not the most crucial point To the extent that artificial intelligence research may

16. See Appendix G.

24
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_-oeneric oy taking account of Such mechanisms,: psychological research aimed at discover-.

ing what these mechanism's are would'appear t6 be 'a first order of business for those
interested in human thought. (For a "richeelheoretical mechanism which incorporates

-memory, see Scandura, 1973a, Ch. 10.)
With the foregoing in mind, an altetnativeWhich we are now pursuing is to begin

:Initially with rule sets composed of simpler rules, and to allow these rule sets to grow
gradually by interacting with a problem enVironment." In the present case, only three
'atomic operators (lower ordeeruleS) will be introduced initially: (a) setting a com
pass to a given radius, (b) drawing a straight, line (segment), and (c) using a set coml.'
pass, tonake a circle. It is not immediatelyciear what the higher order rules should
bebut, presumably, any reasonably satisfactory: ule set would include some types Of ,

simple composition, conjunction, and generalization higher order rules, together, possi-
with variants of the:two loci and other higher order rules'identified aboVe. It

should be emphasized. in this rega/0 that the initial selection of les would notAn
itself be sufficient; the choice ghd Sequencing of to-be-solved prob .may also be
expected to have important effects ton\boththe rate and type of knowledg acquisition.
FotObviOus reasons, computer Implementation seems : almost essential in thiss.research and
4sthe course we are pursuing.

- .

IMPLICATIONS

Artificial Intelligence

The present research appears to.haVe three general implications for work in simu-
lation and artificial intelligence. At

First, the rules we have identified may be- implemented relatively easily (some have
already been). As such, they would be useful either directly in systems concerned. with

. -geometric figures and constrOtions, or indirectly in research having more encompassing
'aims as described above.

Second, the results are suggestive of how the construction. of at least certain
artificial intelligence systems might be partially systematized. In this regard, th

. topic of compass and straightedge constructions is not nearly as'important as is the
fact that the analysis serves as a prototype for the proposed method of analysis. At
the present time this method is being used to analyze the proofs contained in an experi-
mental algebra I high school text based on axiomatics.

Third, our use of flow diagramming as a mode of representation of individual rules
suggests that perhaps such representation might play a somewhat larger role in the expo-
sition of future artificial intelligence research. The routine use of a large number of
different and highly technical programming languages is often enough to turn away out-
siders (such as vurselvea)who might otherwise be interested.1° The limitations of flow
diagrams with regard to memory considerations may be a small price to pay for a more
neutral and fiiiliar form of representation. Furthermore, flow diagrams have a flexibil-
ity as to level of representation which is not shared by particular programming languages.
This makes it possible to more readily represent basic components at a level of. atomicity
tailored to immediate needs, and to psychological reality (cf. Scandura, 1973a), rather
than to basic components determined by some programming language. These comments, of
course, apply only to psychological and expository considerations and say nothing of the
more strictly technical problems of representation which must be dealt with in computer
implementations.

Education

The results of this study also have both long range and immediate implications
for education. The promising nature of the results attests to the practicability of the
proposed approach as a means of identifying the knowledge underlying reasonably complex
kinds of problem solving. IO addition to serving as a prototype, the identified rules
themselve4 could be helpful in teaching high school students how to solve compass and

17. See Appendix H.

18. See-Appendix I.
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straightedge construetion.problems.-
By identifying piecisely what it is that students must kilow (i.e., ote possibleknowledge base), these rules provide'an: explicit basis for both diagnosis and instruc-tion. In particular, the methodsof analysis formalized by Scandura (1973a) and-devel-opeck empirieally by Scandura and Durnin (197-3) and Wrninand Scandura (19733) -can beapplied directly to assess the behavior potential of indiVidual.subjects.on the indivi-dual rules,.including the higher order ones. Operationalizing the knowledge Of indivi-dual subjects in this way, and comparing this knowledge with the initial competencetheory (i.e., set of rules), provides an explicit. basis for remedial instructiot(Durnin& ScandurAf 1973). In effect, each Ijugject can be taught-precisely

those portions ofeach:competence rule which testing indicates he has not mastered.Care was taken to help insure that the higher order rules refleet,the kinds ofabiliey individual subjects might' have, or use. 'To the extent that thedentlfiedOr order rules are'unknown to high school
students,iinstruction in rules ought tofacilitate problem solving performance. The diagnostic and

.1,hstructi001-efficacy: of'these higher Order.tules batOeen demonstrated, in a recent field test ScandUra, Wulfeck,Durnin, & Ehrenpreis, 1974)

.1
The above discuision of how knowledge is acquired through intgractianlearner with a problem enyironment also' has educationalreievance. ApecificallY, byassigning values to various objectives and costs to particUlar kind!of instruction (orrules), it should be possible to study the problem of instructional sequencinga way which is both- precise and reteVant to meaningfuli*dudatien.:- We viewthis as a critically,importautn problem for future -research.
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APPENDICES

Appendix A.--The only really adequate way of .determiniak whether a rule is compatible.
with human behavior is to effect a behavioral test; that is, to see whether a rule
provides an adequate basis for assessing the behavior potentisql/of individUal subjects,
thereby making it possible to predict the behavior of individual subjects on new
instances (of the rule). (The theoretical foundations for such tests have been worked
out and tested empirically [Scandura, 1971, 1973a,- Scandura & Durnin, 1973; Durnin &
Scandura, 1973].) The basic idea is to determine:each subject's behavior potential
with respect to each rule in an identified rule set, and then to use the theory as a
babis for making iiredictionsiconcerning performance on problems which require inter-
actions among theNrules. The closeness of fit between the predictions and observed
behavior would prOvide a direct test of the adeqUacy 'of the rule set. A study reported
in Scandura (1973a) on rule generalization was of this type. Since this was impracti-
cal in the present study, we adopted the weaker, and less rigorous'criterion of tequir-
ing that the rule sets be compatible with our intuition (cf. Chomsky, 1957).

Appendix B.--Strictly speaking, human subjects. are presented with statements of prob-
lemseas stimuli. Throughout this and our subsequent analyses we assume that the sub-
ject's initial subgoal is to interpret the goal statement (i.e.1 determine its meaning).
The second subgoal is to solve the problem. In effect, the initial goal is divided
into a pair of subgoals to be achieved in order. Our analysis is limited to the
second part of this task, and then only on the assumption that there is no further

'division of the problem into subgoals. We also assume that the given problem state-
ments can be uniformly and correctly interpreted.

, Although we do not pursue the question here, we have reason to believe that
forming subgoals is closely related to the question of (problem) representation
Ccf. Amarel, 1968).

Appendix C.--Other representations would probably be more-efficient for computer imple-
mentation, since graphic systems are relatively complex to implement. For example,
some sort of naming system for points, lines, etc. could be devised together with
appropriate interpretive routines to identify relations of interest among elements.
In fact, the naming system for triangles in common use, evolved for just this purpose;
names.for sides, vertices, medians, etc., if correctly interpreted, carry much infor-
mation about relative position, intersections, etc.

AppendiA D.--In the structural learning theory (Scandura, 1973a),*it is assumediapat
the:problem solver automatically tests the solution rule Rs to see if it satisfies a

higher, level goal condition. That is, is So E Dom Rs and Ran Rs c G? If the higher
level goal is satisfied, control is assumed to revert to the original goal so that R9
will be-applied.

O

. Appendix 8.--In evaluating alternative rule-based accounts for a given class of tasks,
decisions must always be made concerning exactly how the computational load should be
apportioned to the higher and lower order rules.- Any number of alternatives exist; at
one extreme, the lower order rules may do all of the computation, in which case a
separate rule would be needed for each type of problem, and, at the other extreme, the
compon4nt lower order rules m be of minimal complexity with the higher order rule
assuming most of the compute ional burden. The requirement of compatibility with
human knowledge, of course, substantially reduces the number of plausible characteri-
zations.
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Appendix F.--We do not attempt to spell out the procedures necqssitry for ng
auxiliary figures. However, in all of the sampled auxiliary figures problems, it was,
necessary to eonstruct,a line parallel to some "distinguished" ling through some
"distinguished" point not on that line. Such procedures also frequently require
special knowledge -- for example, that medians intersect at a common point that is /

2/3 of the distance from thdrespective vertices to the midpoint of opposite sides.
Suchhnowledge is frequently logically deducible, but for our purposes, may be repre-
sented in terms of simple "associations" for example, between triangles with their
medians and the co intersection property.

Appendix G.--Scandura's (1973b) comments regarding relationships between the structural
learning mechanism, and the notion of heterarchical control in systems of artificial
intelligence (Minsky & Papert, 1972) may be relevant here.

"For a time artificial intelligence systems were viewed as wholes, as frequent
complex programs. As work in the areaiirogressed, the difficulties of building upon
'earlier work became increasingly clear because of the close interrelationships among
various parts of such systems. To overcome this limitation, heterarchical, or modular
planning has been used (e.g., Minsky & Papert, 1972). Heterarchical systems consist
of sets of programs (modules) pertaining to syntax, semantics, line detection, and so
on, together with a heteraFchical executive which switches control among these "modules
in accordance with a predetermined plan.

"Modules in heterarchical syst s correspondlessentially to rules in the struc-
tural learning theory; the executi e control structure corresponds to the basic. mech-
anism. There is, however, an nt difference between the two. In heterarchical
systems, the basic goal is pragma ic. Such systems make it easier to modify and build
upon previous work. No one seriou ly means to imply that heterarchical control
reflects the way people perform, although in developing artificial intelligence
systems intuitive judgements are sometimes made with this in mind.

"In contrast, the structural learning mechanism is assumed to be built into
people (presumably from birth); it is not learned and need not be taught. While the

'rules a person knows may increase from time to time, the mechanism is assumed to
remain constant.

"his is a strong claim, something which no respcnisible persod would make con-
cerning executive systems currently used in heterarchical systems. Among other things,

it is very unlikely that an existing control system would be useful in systems other
than the one for which it was designed. It is my contention that benefits might Accrue
in artificial intelligence and, of course, in simulation if structural. learning like
control structures were used [pp.'42-43]."

Appendix H.--Such.rule sets have been called innate bases (Scandura, 1.973a, Ch. 5).
In general, innate bases lack the immediate, direct computing power of comparable
rule sets composed of more complex rules but, theoretically at least;'ean grow to

become more powerful.

Appendix I.--We realize, of course, that some computer specialists sr noe-take our
suggestion very seriously. We, however, find the work in simulation and AI highly
suggestive for our own studies and hope in the interest of interdisciplinary communi-
cation that some readers may be moved more in this direction.

a


