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According to Polya (1962), perhaps the greatest value to be gained from the
study of mathematics is the ability to solve problems. In spite of its importanée,
however, relatively little is known about how to teach people to solve problems, or
\L)Iunato program computers to do so. Specifically, one of the great mysteries of our
O~ time is why some problem solvers (human or computer) succeed on problems for which
r%’they have all of the necessary component skills (operators) wherecas others fail.
In dealing with this question most research in AI has been concerned with the
24 constructlon of powerful computer programs which can solve more or less diverse classes ‘o

' «— Of complex problems. In computer simulation an attempt is made to also pgrallel human
performance on such problems. If® general, such systems (e.g., Newell & Simon, 1972;. - -

Minsky & Papert, 1972) have been comprehensive in scope; they have been concerned with,
problem definition (the construction of subgoals), memory, the derivation of solution
procedures, and the use of such procedures. -

The present research hégladopted a somewhat different strategy. It seeks ﬁ:ﬁk&ﬁ
understanding by gealing separately with the various aspects of problem solving (e.g. uzutgo
the d®rivation of solution procedures). In particular, this.research is concerned wi

ing procedures for solving compass and straightedge construction problems in geometry.
The reSearch also was concerned with developing and determining the feasibility of a mntrr\
general method by which heuristics may be identified i arbitrary problem domains. .
One general point of departure was Polya's (1962) work on heuristics for geomeFi&prﬁ
construction problems. These heuristics are purposely. cast in a form designed to par5¥::;§
1lel human thought processes in much the same way as aie such general heuristics as megisww
ends analysis (e.g., Newell & Simon, 1972). Human processing presumably is highly EEEEEU
efﬁ}c1ent in many situations, and the importance of paralleling human processing in AI,
as well in cémputer simulation, has become increasingly well recognized as a means of "= é}rﬁou
significantly reducing processing time. Winston (1972), for example, has noted how
constraining syntactic procedures to reflect underlying semantics in the recognition
of block scenarios can drastically reduce the number of possibilities that must be
considered. @2;;;%
) In spite of the broad acclaim for Polya' s” work generally, however, and the in-
trinsic support for his notion of heuristics specificaf&y, it sometimes has been

dJifficult to.capitalize on these ideas as fully as might be desired. Alt:j;zh often

useful, his heuristics frequently are little more than general hints, and leave much
to be desired insofar as pinpointing what a human or computer must know in/order to

ment, heuristics must be transformed or incorporated into strictly mechanical proce-
dures that can be more*or less readily implemented>on computers. :Ideally, one might

dzsire reductxﬁn of heuristics to algorithms; witness the alpha-beta "heuristic" (e.g.,
Nilsson, 1971). " 2

Since heuristics tend to be (problem) dohain specifie, the potential value of

more or less general and systematic methods for specifying heuristics in arbitrary
problem-domains seems fairly clear. Our‘approach to this problem was designeo;ﬁo be_
compatible with Scandura's (1973) theory of structural learning, and #s an extersion.
of a method uged earlier by Ehrenpreis and Scandura (1972). That portion of the theory ‘
Hith/which thls research 15 most concerned has been shown empirically to reflect the
Behavior of .individual subjects in particular situations where problem definition and

1. " This reoearch was'supported by National Seience Foundation Grant GW 6796 to” Ehe .
first author. An unabridged version of this paper is available from Joseph M, Scandurl,”
3700 Walnut Street, University of Pennoylvnnia\ Philldelgpia’ Pa. 19174.n
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the specification and testing of general, potentially useful heuristics fon constructiggﬁﬁz

golve specific kinds of proble}ﬁs. In order to lend themselves to technological trcat-%‘ '
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. with some empirical verification (Scandura, 1973a; Scandura, 1973b) to bedpxteﬁdable to
» situations involving memory and, apparently, also problem definition (Scandura, 1973a, .
p. 348) and perception (Chi 5), without essentisl change. The structure of th¢ theory
N must be enriched in thegse cases but without affecting its basic character (i.e., under-.
lying behavior mechanism)y This research is based directly on one part of the idealized
theory, in particular that part which is concerned with competence-~-the specification of
rule sets-whish account for'classes .of problems. In this theory, a rule set 18 said to
~account for a’class of problems, roughly speaking, if for each problem in the class (1)
there 1s a solution rule, (operator) in the rule set which has‘the problem in 1ts domain
and whose range contains the golution to the problem or (2) there is a higher order rule o
ia the rule set which applies to rules in the set and generates a solution rule, In-
such a rule set,, higher order rules correspon& to-heuristics. (For a more general and
formal formulation, which allows for any number of levels of derivation and in which the
rules are not in a fixed hierarchy, see Scandura, 1973a, Ch. 5; 1973b.) .
It seems unlikely, of course, that algorithmic methods can be found for devising
. nontrivial rule sets or heuristics, "Indeed, as Chomsky (1968) has argued in the case of
.linguistics, no such method exists for dealing with observables as complex as language. ~’
- Work in autbmatic programming, on the other hatd, while it is quite far at present from
a satisfactory solution, is proceeding as the authors> understand it, on. the assumption
that significant progress in this direction can be made. ) . '
. In the present research, the task of specifying heuristics is made simpler in at
least two ways. First, and most important, the type of competence theory proposed im-
poses important constraints on the nature of gllowable rule sets, and in turn on the form
of the heuristics®(higher order rules). In particular, higher order ‘rules are assumed
to operate on component (lower order) rules to generate integrated problem solution rules
(procedures). These rules may simply compose component rules but may also modify them,
for example, by generalization or restriction rules (Scandura, 1973a)." oy
‘ Second, restricting the level of analysts to that of flow diagrams, rather than
computer programs, makes it natural to represent the constituent operations and decision
making capabilities at whatever level séems to most adequately reflect human knowledge
- .- rather than at a level predetermined by some programming language. (We do not mean to*
' minimize the importance of devising working programs. 1In fact, parts of this analysis
. ,"que,been implemented by one of the authors.)” While no general assurance can be given
with regard to any particular method, it would seem that a method which results in _
‘heuristics (and simple operators) that appear consistent with human thought would have
~ a reasonable chance of having general “value.

/ % METHOD OF ANALYSIS y: .

.Our method of analysis went something as follows. First) we attempted to set some
reasonably explicit bounds on the class of geometry construction problems to be consider=
ed. In pyrticular,.we considered only those problems in or Like those of Chapter 1 of

+  Polya (1962). . ' ‘ ' ' R v
Our next step was to classify these problems on heuristic-intuitive grounds. - Our
aim was to place similar problems in the -same categories, in accordance with the getieral
, form of their solutions. We were one step up in-this regard, since Polya had already X
done- part of the categorismation for us, All of his problems can°be solved actording to
.some variant or combination of the three genergl heuristics he describes: (1) the
pattern of two loci, (2) the pattern of similar figures, and (3) the pattern of auxiliary
figures. § : o ’ )

After the verious tasks had been classified, we msde sure that the domains and
ranges of each task were fsirly explicit, sThen we identified explicit procedures for
.solving each type of task, Care was taken ‘to insure that these procedures reflected our

B

3. The authors do not profess te be experts in Al or in éomputor‘diﬁulation as such,
but rather in the adjacent and we think complementary dopair’ of structural psychology

which is, in our view, considcrably broader than contemporary cognitive and informat {on
processing psychology. :
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"intuitions as to how intelligent high school studentlti§iht go about solving the pro= -
blems. 1In some cases it ‘was possible at this point to subclassify some of the Casks. -

. . The most critical step was to identify general parallels among the procedures ’
developed for the sampled probleems within each.of the various classifications, and even
more important to devise higher order rules (operator combination methods) which

., realized these parallels as relatively formal, but still general, procedures. .The

. higher order rules so i{dentified (together with the component lower order rules on which
. they act) provided a general basis for constructing solution rules for the sampled
_problems. o ’ . ‘ , .

. - Then we attempted to réfine the resulting higher order rules with régard to
specific sampled problems. This was done systematically; where a higher order rule’
failed to yield an adequate solution rule for a sampled problem, appropriste modifi-
cations in the higher order rule were made. A serious attempt also was made to insure
that the higher order rules were compatible with human knowledge. '

., - -

o ~ PATTERN OF TWD LOCI - o v

Our first step was to select’a broad sampling of two-loci problems and to devise
,.procedures for solving each. -For example, consider the problem: "Given’ a line and a
point not on the line, and a radius R, construct a circle of radius R which is tangent
- _to the given line and which passes tlirough the given point." This problem can be solved
according to the following procedure: "Construct the locus of points at distance R from
the given point; construct the locus of points at distance.R from the given line; con-
struct a circle using the intersection‘point of the two loci as center, and the distance
R as radius." i L

This solution rule clearly involves the pattern of two loci. In this case, as
with all of the problems in Polya's first category, the tasks may be characterized
according to the form of their solution procedures: two loci are determined one after
the other; the point of intersection of these loci in turn makes it possible to construct
the goal figure. . .

Further analysis of the class of two-loci problems, however, revealed differences
in the ways problems are solved. ' In many solution r3}§§{ for example, like the ‘example
above, the two loci can be found independently, in either order. Furthermore, at no
point in the course of applying the solution rule is it necessary to measure a distance.
Some form of distance measurement, however, is required with other tasks. Some of the
sampled tasks require measurement in order to construct the goal figure; the solution
rule for another problem involves measurement before the second locus can be found. In
still another task, one of the loci is actually given, or equivalently, can be thought

* of as obtained by applying an identity rule. The goal figure in still another task is
simply the point of intersection of the two loci.

-

-

An initial characterization ' . - o .
. ¢

As a first step in characterizing a two loci higher order rule, we systematically
went through the various solution rules for the pattern of two-loci tasks and identified
all of the different comporent rules that appeared in our sample problems either (1)
in constructing one of the loci, or (2) in constructing a goal figure. The lower order
rules we identified were mostly common constructions {e.g., perpendicular bisector,
circle; parallel line) Some of the lower order component rules were used to construct
a needed locus, others/ were involved in.constructing goal figures, and some served both
functions.3 o : oo : \ .

The higher order rule in Figure 1 shows schematically how ‘the various solution,

. rules may be constructed from the component rules. . ST

4. See Appendix A.

-

-5, Lists of the component rules involved in our analyses are available in the
unabridged report. See footnote 1. : . < -
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Construct reprfeséntative (S, Ry) pair.

1K

Figure 1

/1. Does there exist a point X and a rule ro \
" such that X ¢ Dom g and Ran rg © G, and X

satisf‘le,s two locus conditions?

lyes

2. Construct, ' g ®

Does rg(x)

?

9 satisfy G?
7 ¥ P
4 v
A
3. Are there rules r 2 and r ‘which apply to the stim\ no
ulus situati 1» and generate loci which contain X? /
lyes
4. Construct solution rjule R: o l"I._.o""t'v co-l—vg '
. , ' r, (S,) N ‘
S, & (AR
AL LA IV g ree bolr, o(5) © ro{Xh-e(sTOP
,\ ~“\pom 1/ . Dom ri_ . L' G?
- Dom rq?

| . STOP |
- -Solution- rule {5 Rs.
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The higher order. rule in Figure 1 applies to the problem (i.e., the stimulus aituation,

‘Sy) and to the goal (G) itself, as well as to the lower order component rules.®6
First, an arbitrary répresentation (Sl Rl) analogous to the solved- problem is

-constructed. In our illustrative tssk _a sketch like Figure 2 would serve this purpose.

L)

: L . Y .
- b ‘ . ¢ ’ /

\ S : 5 _ o | ?igure 2

[ A

1
Note that constructing such a representation is not the same either as ‘solving the pro-
blem, or as constructing.a solution rule for the problem, The sketch in Figure 2, for °
example, can easily be generated by first drawing an arbitrary circle, then drawing an
arbitrary line tangent to it, and placing an arbitrary point on it. More g generally, an
.arbitrary representation (Rj) of the goal figure (Ry) is ¢onstructed first, Only then °
is a representation (S1) of the information given in the stimulus situation (Sg) "con-

" structed in relation to the representation of the goal figure. In effect, the first
operation on the higher order’ rule amounts to representing geometrically the meanings of
goal situations_(i. e., goals plus stimulus situations) by a "sketch," or some equivalent
representation. -

The second step isfthe question "Is there a point X in (51, R1) "which satisfies

' tbo locus conditions - and if so, is there a goal constructing rule (r ) such that
point X is contained in the domain of rg #(Dom rg) and such that the range of rg (Ran rg)
i contained in the goal, G?"

As shown in Scandura (1973a) decision making capabilities can be characterized
as partitions on a class of input situations; in the present case, .each representation
(S R1) either contains a point X which atisfies two locus conditions or it does not.
If it does satisfy two such conditions, then the next operation involves ‘forming the

he consisting of (1) a decision which asks whether there is a point X in the domain
of rg which satisfies two locus conditions, (2) the rule r_,, and (3) stop.

Next, the available component rules are tested to sée whether there are two of
thém which apply to the| represented stimulus (Sl) and generate loci which contain thei -
point X. Given that such locus rules exist, the next operation constructs the solutioh
rule Rg in which first one “locus rule r;, is applied (after testing to see whether the
stimulus situgtion is in its domain), when the other rr, and finally the 3oal construc-
tion ruleJrg

A more rigorous analysis

i, This level of description is sufficient to give one an intuitive feeling for how
the higher order rule operates. But the rule is agmbiguous, especially for computer im-
plementation purposes, In the first decision E;;ang capability, for example, it is not
clear just what constitutes a locus condition. Similarly, in the second-decision making

.

.. See Appendix B. ’ o ' ’ }
. See'Appendix c.
. See Appendix D. L (;
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f.capaﬁility the notion.of a rule applying to a stimilus situation .is something less than
‘precise. = .fﬁ\ . S ) . ; R
Closer perusal of the individual tasks made it possible to overcome these ambi-
guities. In many cases, the desired point X is a.given distance from one ‘or two given
points and/or lines, In the example above, for instance; the point X is a distance R
from the given point and from the given line. This sugg&sted the following more rigor=-
" ous characterization of the first decision making capability: .
) ' (1) Does there exist a point.X in (51, R1) and a rule rg such that (X, E) is
- contained in the domain of rg where E'is a given distance, and the ‘range of rg is
- contained in the.goal (Ran‘fg<:G) such that X is a given distance from one or two given
points and/or 1lines? > - . '

A similar analysis suggested refbrmulatjng the second decision making capability

-

as. ‘ ) ' . . . \ ot

. (2) Is there a rule ry such that a pair consisting of given points, lines, and/or
distances in §1 is in the domain of ry (Dom ry) and such that X is a member of L (i.e.,_
a-point on L) where L is contained in the range of r;, (X¢LgRan rp)? ‘

' A similar characterization is required for e , o

A higher order rule incorporating these refinements can be used to generate solu-
tion rules for many two-loci problems. For example, in the illustrative problem there-
is certainly a point X in the representation (Sl, R;) which is at the given distance R
‘from a given point and from a given liné in §1. It is-also trxue that there is an T
rule which applies to the pair consisting of the point X and the given distance, an§
whose range consists of circles and is thereby contained in the goal.

Unfortunately, as it stands, the;@ggigigglhighgr order rule does not provide an

' .adequate means for characterizing solution rules for other sampled two-loci tasks. In

. certain tasks, f&r_example, no distance is given, TV% important requirement in such

- cases is often that the point X be equidistant from a given pair of elements, points

" and/or lines, in two different instances (1.e., for two given pairs of elements). Thus,
in the tasks, §'Inscribe a circle 'in a given triangle," the desired point X is equidistant
simultaneously from two different pairs of sides of the ‘triangle, or "equivalently, the
point X is equidistant from the three sides. _ .

Still other tasks involve the (lower order) rule for .consttucting the locus of
vertices of an angle of given measure subtending a given ¥ine segment. The task, "Given
g9ide a of a triangle, the median M, , and the measure of angle A opposite side a, construct
the triangle," is of this type. The locus of vertices, in this case, is,an arc but the
points on it are not at a fixed distance from any point or the giver “segment. Nor, are

« the points of the locus equidistant from any two particular points on the line segment.

In order to take these possibilities into account, the decision making capability
was generalized so that the point X could be equidistant from a pair of points or lines,
or could sérve as a vertex of an angle of «given measure whose sides subtend (i.e., pass
through the end points of) a given segment. Decision makinmg capability (3) was also -
enriched so that pairs honsisting of an%le,measures and/or segments could be in the do-
main of a locus. rule. I i ' , '

Further, in the problem, '"Given three intersecting 1ines, not all intersecting
at a common point, construct a circle which is tangent to two of the ‘lines and whose
center is on the third," we have a situation where one of the loci, the line contain-
ing the point X, is already given. To handle this possibflity we simply assume an
"identity" lower order rule, one which identifies a given line as a required locus.

With these modifications, the higher order rule handled almost all of the pattern
of two loci tasks we had sampled. We ran into difficulty, however, with another task: _

""Given two parallel 1lines and a point between them, construct a circle which .is tangent
to the two lines and passes through the point." This difficulty involved the second

, decision making capability (3). There is a pair of lines in theldomain of one of the

AN
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llocus rules - one which constructs the -locus of points aquidistant from the two giben

“parallel lines. The second locus rule, however, requires that we first measure a
 distance between two parallel lines, one of which is not. present in the stimulus S
until after the first locus rule is applied. That is, we need to determine the distance
between one of the .parallel lines and the locus of points equidistant from the two given .
_parallel lines. This djstance serves as the desired radius.

Application. of the higher order rule in this case results in ‘failure at decision
making capability (3).. For“Znately, it i3 .easy to‘modify the higher order rule to take
this possibility into accou Furthermore, as we shall see, this modification serves
an important purpose in dealing with the larger class of construction problems solvable
either by the pattern of two loci-or by ‘the pattein of similar figures.

Instead of stopping when-the second decision fails, we simply add another group
of tests (A-C). (A) and (B) duplicate (1) and (2) except that X must satisfy only one
specific condition. (C) asks: "Is there one component rule such that a pair of given
points and/or lines is in the domain of that rule and is there a locus L such that the
point X is part of L-and L is contained in the range of r,?" 1If the answer to this is
no, we stop, but if g:e answer is yes, we can ask whether there is another locus*rule

such ‘that the rep¥esented stimulus situation S;, together with the preceding locus
rL(Sl), contains a pair of given points and/or lines that are in the domain or ry:.

A‘revised higher order rule which incorporates all of these- moaifications is
shown in Figure 3, found on the following page. .

_ In checking this higher order rule we found it to provide an adequate account not
only of all of . the pattern of two loci problems sampled but others as well. For ex-
ample; consider Task A: '"Given sides a, b, and ¢ of a triangle, construct the triangle."
In this case, application of the higher order rule generates the solution rule., This
solution rule involves: (1) application of the rule, "Construct the locus of points at
a give distance from a given point," to ‘the end point of one line segment using another
side as "distance, followed by (2) another application of the rule to the other end point

. using. the remaining side assradius. Then, the triangle rule, "from a point not on a
. given segment, draw segments to the end<points of the given segment," is applied to‘the

intersection of ‘these two loci /Eo obtain the desired goal figure. » .
In some cases, of course, different lower order (component) rules were involved.

For example, consider.task B, '"Given 'two intersecting lines and a point of tangency on

orie of the lines, construct a circle which is tangent to the two lines and which passes

' through the given point of tangency." In this case, the locus rule for constructing

perpendiculars to lines through points on the given lines Q‘é not been required with any -
"of the sampled problems.

~
»

v

‘ . R ' - .

Aside from' the possibility that new two-loci problems may require additional lower
order rules, the hlgher order rule appears adequate. In particular, the higher order
rule not only generates solution rules for each of the sampled two-loci problems, but
also seems compatible with human knowledge.

As° the form of the higher order tule suggests, the component decisien making
capabilities play a ctucial role in deriving solution. procedures. These decision making
capabilities are designed to reflect the underlying semantics of the problem situations
by referring directly to fiigural representations of semantic information implicit in

- the problem descriptions. In general, parts of a figural representation (S1, R1) will

represent the meaning of a task statement and reflect the relation between the given
stimulus (S,) and the goal figure (R,). Notice that while the relation between S; and
Ry will be the same as between S, and R, sl and R; will not in general be the same as
S, and R, respectively. . - °

L] Bl .
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For purposes of our analysis, the decision ‘making capabilities were viewed as
“atomic ”:althouglf they can also be analyzed into more basic components. The first decision
making “apability in the second two loci higher order rule, for example, involves both. a
.conjunction and disjunction of a number of simplér conditions. Ttis decision making ‘
capability could be‘subdivided, for instance, into’'the following two decisions: (A) Is
there a point X that is a given distance 'from a given point and/or line? (B) is-there
‘a point X equidistant from a pair of given points or lines? Instead of having one deci- .

sion making-capability involving conditions A and ‘B, then, we could have one decision

- making capability involving A, and a subsequent one, B,”> 10 o R )

‘In addition to its purported compatibility with human krowledge, the higher order
rule is also sufficiently precise to be mechanizable. One of the authors (Wulfeck) has_
recently written a program in SNOBOL 4 which uses an intermediate version of the two
loci‘higher order rule (see the unabrddged report) to generate solution procedures for
many of the problems we sampled. A naming system replaced the figural representation
described above (see footnote 7). Routines corresponding to many of the lower order
rules (sée the appendices of the unabridged report for lists of the component rules)
were also written. . , _ , -

-, Granting the adequacy of the higher order rule for purposes of our analysis, we
wish to comment briefly on some limitations in regard to the compatibility of the lower
order rules with human knowledge, though the specification of ¢omponent rules is not é%%
central concern. These limitations are all variants on a common theme: The lower

order rules we have identified can be constructed from more basic components. This fact
is reflected in at least three ways. » ‘ :

. .. First, many of ‘the simple rules have components in‘common. -Several rules, for
example, all involve constructing a locus of points (circle) at some distapce from seme
point. The differences lie in whether or not the distance and/or centfr points are
given directly or must be determined first. The construction rules needed: to determine
these distances and/or center points are quite.basic and dre apt to be useful in a wide
variety of construction ‘situatioms.- Any reasonable account, designed to deal with a
wider variety of problem situations, would undoubtedly include these- construction rules
directly in the rule set. R ’

Second, certain of the identified lower order rules, particularly the rule for
constructing the locus of vertices of an angle of a given measure subtending a given °*
line segment, are complex in themselves and canmnot automatically be assumed to be avail-
able to many problem solvers. - : »

A third limitation is closeﬁy'related to the first and was mentioned earlier: *
the lower order rules are to some degree specific to the tasks we have identified. To
some extent’ this may be unavoidable because there are always certain problems which re- _
quire "trick" solutions. It would be desirable, of course,. to k this to a minimum, _°
In this regard, it should be emphasized that the simpler the lower order rules the greater
the problem solving flexibility., - . 5 , . ‘

" One way to modify our characterization to handle these 1limitations would be to.
"reduce" the lower order rules into their components and, correspondingly, to "enrich"
the higher order rule.by ‘adding sub-routines for constructing the needed tocus, L

- and goal, r,, rules.ll " Sych rules would correspond to the type of knowledge that a
person just having been taught the basic construction rules would need to have in order
to generate solution rules directly. : ' , L
. " For example, consider the rule: "Determine the distance between a given point
.and a given line and then construct the F¥ocus of points at the obtained distance from.

- the given point."” This rule can be divided into two subrules: (1) "Determine the dis-
tance between:a point and a line," and (2) "Construct the locus of points at a given
distance from a given point."” To compensate for the reduction in the latter case, the
higher order rule could be "enriched" so that more complex rp and rg rule can be

9. .For a discussion of how new decision making cababilities are leéined from
simpler ones, see Scandura (1973a). N . '
. ’ A )

10. Such.refinement may be useful in the assessment of behavior potén;ia; (durnin &
Scandura, 1973), specifically in increasing the precision of diagnostic testing. ’
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vhen it meets certain prescribed conditions, as we have done. so far, we include in the
higher order rule % simple sub-routine for combining componént lower order rules. “Such

. _a sub-routine for example, might select (sub)rules until one is found whose domain in-
.cludes a pair consisting of a point and a line (e.g., the distance measuring rule (1), .

- and another (e.g., the circle rule (2)) such that its range consists of circles (loci).

» To make the search more efficient, it is natural to add the requirement that the range

- .of the former be contained in the domain of the latter. After the component rules have
been identified, the sub-routine would form the composite of these rules, and finally,
would test the composite against the condition in the initial higher order rule.

' As attractive as this possibility might appear at first, a little thought sug-
gests its implausibility as a way of modeling human knowlédge. This can be seen by
noting that all geometric .constructions with straightedge and compass are generated by

s+ just three basic operations: (a) using a straightedge (e.g., to draw a line, ray, or

",%Egggntfthrough two given points; or through one point, or intersecting a lime, etc.)

- (b)«drawing an arc given a compass set at some fixed radius, and (c) given. two points,

, $é§g ngia compass to the distance between those points. \’ e .

; As we have seen, many of the lower order rules-are really quite complex. Re-

‘a higher order rule, designed to reflect human knowledge, to generate such rules

emental components is unrealistic. It is unlikely that a subject who is only abl

orm the three indicated operations above would also have at his command a rather

- and sophisticated higher order rule. The acquisition of such complex capabili-

ﬁy'naigp subjects, whether of a higher or lower order; would almgst certainly have

o' come’ about gradually throigh learning, presumably by interacting with problems in

“the énvironment..< * - ' o - .

IR S . PATTERN OF SIMILAR FIGURES

Three .classes of similar figg;éaAproblems

, * The pattern of similar figures groblems were analyzed in similar_ fashion. Again, -
we began with a broad sampling of problems from Polya (1962). One of the problems iden-
i {fied was,'"Gived a triangle, inscribe a square in .it such that one side &§~the square
{ s contained in one side of the triangle and the two other opposite vertices of the

square lie on the other two sides of the triangle." The second step was to identify a
.{: solution rule for each of the problems. For the problem above the solution rule was,
f.1 "Construct a square of arbitrary size such ‘that one side is contained in the side of th«
j’criangle which is to contain the side of the goal square, and such that one vertex is or
another side of the triangle. Draw a line through the point of intersection of those

; two sides“of the triapgle and through the fourth vertex of the arbitrary square. JFrom

-the intersection of this line and the third side of the trignglefinhigh,ié the fourth
,fVé:tex‘of the goal square) construct a segment perpendicular to the side of the triangl¢
" which is to contain a side of the goal square. Complete the goal square using the
length of the perpendicular segment as the length of the sides.”
Simtlar figures problems, like the example task above, may be ‘characterized as
those whose solution procedures involve a similarity mapping process: ' from somé center
" (point) of similarity a’ figure or set of points‘is mapped onto another. Further, the
" golution procedures always involve comstructions according to geometric:invariants unde
similarity mappings, &ither parallel lines, since parallelism is preserved, or equiva-
lently, "copying" angles, since similarity maps are conformal.
. Further analysis of the similar’figuresoproblems revealed three relatively dis-
tinct classes of solution.rules. In the sample problems above, and in other problems 1.
the same class, the solution rules all involve first constructin:/f square of arbitrary

size which is in the same orientation as.the desired goal square, j/and which meets as
many of the task conditions as possible. (Rules of this type for/constructing similar

-
—

Y .

lj? 12. ~Seethe sec;ioﬁ on "future directions". ‘ | _




',.figures'are denoted by r_—.) .The second step in each sélution rule ‘uses two pairs of -
. corresponding points in Efie goal and similar figdres (i.e., in +(Sy, R ) superimposed
- with the,similar figure) to determine the point of similarity (Pg), an&

- ponds to a needed point of the goal figure, (Point of similarity rules are_denoted
'rgs.) Finally, the obtained point on the goal figure is used as a basis for constructing“a
* the L

" and to construct the given gsegment (e.g., M), such that one endpoint of the segment is

~-point of the constructed segment-parallel to the side of the similar triangle that is

"ond step is to construct a similar figure (circle, C,), thich satisfies part of the . *

. rule is applied; this time the point of similarity (P,) and 'a given point on the goal .

~

" making capability J then asks if there is a goal similar figure rule (r

.

.9 é then, constructs
a line through the point of similarity and a point on the similar figure which corres-

B

goal square. i . : i :
The second class is well represented hy the problem, ""Given angles B and C of ‘a
triangle, and the.median M, to side a, construct the triangle." The corresponding
.solution rules begin similarly.by applying a_similar figures rule (rgg) to two given
angles to construct anarbitrary sized triangle similar to the goa13§riangle, with
medians,’ altitudes, etc., as required.” Then a modified point of similarity rule (rpg)
is uSed to determine the point of similarity (Pg, the vertex of the non-given angle),
]
sthe point of similarity, and such that the segment coincides with the corresponding seg-
ment,iﬁ the similar triangle. Finally, a line is constructed, through the other end<

< a {

!

opposite to the point of similarity. The remaining sides of the goal triangle are ob-
tained by extending two sides of the similar triangle to intersect the constructed:
parallel line. -~

The solution rules for the third class of problems differ in that the first step 7
in each-is to use an ry rule to construct a locus,of points which contains ‘a critical.
point, specifically the center of the goal circle. In the problem, "Given a line and
two points (A and B) on the same side of the line, construct a circle tangent to the
line which passes through the two given points,” for example, the locus of points (L)

équidistant from the: two given points contains the center of the goal circle. Also, -
the -point of similarity is the intersection of the locus and the given line.- The sec-

goal coendition. In dug.example, a circle is comstructed with, center’on the constructed
locus and tangent to the given line. Next, another versjon,of the pdint of similarity

figure (e.g., B) are used to determine a corresponding poinf (B') on the simflar circle. -
Then, parallel lines involving corresponding points are conitructed,to determine the
center of the goal circle. Finally, the goal circle is act{ally cbnstructed.

< . ) : -

{ <

L °

F &

The similar figgrés rule

. ' N : A - § ' -
The higher order rule shown in Figure 4 (together with a set of appligable lower

order rules) provides a sufficient basis for solving all of the sampled pattern of sidi~ -~ — >

, K

toe

Alarffigure%ﬁpfehlgms: “Furthermore, the highef order rule appears to reflect the ‘'underlying

semantics (Eigpré 4 found on the following page). For example, let us see how a solution **/

rule for the first illustrative problem above (inscribing a square in a triangle) can

be generated by application of the higher order rule. . The first decision.making

_capability (A) asks essentially whether a point X is needed to serve as the center for*

'a goal circle.  As the goal figure is a square, the answer is obviously no. Decision

‘ s) which applies

to, representing stimulus S; and generates squares that ‘satisfy °part (Gs§ of the goal

condition (i.e., the range of rés is contained in Gg which-ip turn contains G - equiva-

lently, anything which satisfies G, satisfies Gj, but not netessarily conversely). The

lower order rule, "Construct a.square in a triangle with one side coincident with one

side of the triangle and one vertex on another side of the triangle," satisfies thesé-

conditions so the rule is retrained as indicated in operationh K. - v
Decision making capability L asks two things: (1) Is there a point Xg which -

corresponds to a missing point X in the goal square? (2) Is there a rule rg such that

(-
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thé‘stimulus 81, supplemented with the point X (ie., xusl), i{8 in the domain. of o
and r; generates a goal-like figure (ran r,SG)? ‘In short, is there a point x in

- the s%milar square which corresponds to a point X from which the goal square may be

‘constructed? 'Clearly, there- is such a point Xg and the rule, '"Determine the distance
from a point to a given line s gment’ and construét‘a square with sides of that length”
satisfies the necessary conditions. Operation M forms the solution rule consisting of
‘the’ two rules above with the point of similarity rule between-them. g ;

To see how the higher order rule works wi the second c¢lass of problems, con-
sider the second illustrative problem above (constructing a triangle, given two angles

~ and a median). In this case, the' anSWers to decision making capabilitie% A and J are .
again "no'" and 'yes," respectively. Herea r,g is, "Construct a triangle of arbitrary
'size using two given angles and add parts correspondigglto given segments.' At deci-
sién making capability L there is a point X in the goal. figure, the endpoint of median
My, which can be specified by rpg. "Operation M again forms the solution rule. .

Notice that the first two cladses of problems involve the same path in the
‘higher order rule. Each solution rule requires a goal similar figure rule (r g» the ‘point

. of similarity rule (rgs), and_a goal constructing rule €r_ ). The only difference is’
whether the goal and similar figures are squares or triangles, with all that impliegﬂtbr
the particular ry and r, rules required. 1In short, this example illustrates how what
may appear initially to: ge basicaely different kindsof'problems may turn out to have a-
common genesis,

. The third problem: (constructing a circ1e tangent to a given 1ine -and passing
through two given points) illustrates the other path through the higher order rule. 1In
this case, if we knew the center (X) of the desired circle} we could solve the task.

v Furthermore, this mi'ssing point X is on a locus, namely the locus of points equidistant
from the two given points. Hence, decision making capabilities A and C are satisfied,

- and we retain the circle constructing rule {r,) and the perpendicular bisector rule.

" Decision making capability F asks 1f there is a rule (rg ) which applies to the stimulus
S; as modified by the output of thg kocus rfle (i.e., S1 U rpg (S1)). Condition F ds
satisfied by a rule that generates circles with cefiters on a given line (the locus) and
tangent to apother given line. The answer to the decision making capability H: #s also
"yes.'" The two given points on the goal figure obviously correspond to two points on
the similar circle, By operation I, the solution rule follpws directly: ''Construct
‘the locus of points equidistant from the two given points;“construct a circle with center
on that locus tangent to the given 1ine, apply the point of similarity rule, and then
the parallel line rule to determine;the center of the godl circle; construct the goal
circle using this center and the distance between it and a given podnt of radius.’ :

It should be noted that in one of the sampled tasks the ''locus' 1is given., The 1

- easiest way to. ‘handle this special cidse is to éimply add an identity locus constructing
rule as before. It would also be a simple matter to modify xg: higher order rule to

- take this possibility into account by asking, prior to or at

cision making capability
C, whether there is a line in S which contains X.

-

w ‘
Combined .,rule for two-loci and similar fipgures problems

, It would appear from our analysis that the two higher order rules, together with
the necessary lower order rules, would provide an adequate basis for solving the .
sampled two loci and similar figures problems and others like ‘them. Indeed, there are
‘two possible modes of sdlution in the case of one of the sampled similar figures tasks:
"Inscribe a square in 4 right triangle so that two sides of the square lie on legs of
the triangle, and one vegrtex of the square lies on the hypotenuse." Instead of using

the pattern of similar figures, as illustrated in our first example, the pattern of two
~ . . . -

-

(>3
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l1oci rule can be used to construct the bisector of the right angle; The intersection
of this locus with the hypotenuse (the other locus) is the "miasing point" X and pro-
vides a sufficient basis for constructing the goal sYyuare. -
_Although it is not always critical to distinguish between different modes of

problem solving, any.complete account designed to reflect human behavior must specify
why one mode of solution is to be preferred over anothér (cf.*Scandura, 1973a, Ch. 8).
:In the present case, theré are two possible ways of handling this. First, we can add a
‘higher order selection rule to the rule set which says simply, if both higher ‘order
rules apply, select the pattern of two loci., The ratiomale is that the pattern of two
loci rule will generally yield a simpler method of solution.
. A second way to handle the problem is to devisé a single higher order rule which
combines the advantages of both higher order rules. The figher order’'rules in Figures
3 and 4 can be combined to yield the higher order rule depicted in Figure 5. The .path
in this higher order rule designated (1,2,3,4) corresponds to that pith of the two

| - 4 oo i B loci higher order rule which deals with those

i cases whefe the two loci may bhe found in either order.  The path (1,2,3,A,B,C,D,E, A%h
deals with those two-loci problems where one locus>must be found before the other.
other two paths ‘correspond tt the similar figures higher order rule. k!

-

PATTERN OF AUXILIARY FIGURES

- Not all compass and straightedge problems can be solved via the pattern of two - o
loci or the pattern of similar figures. In this section, we describe a higher order ‘
rule for dealing with the third class of problems identified by Polya (1962), ‘the pat-
tern of auxiliary figures. We also show how the combined higher order rule (above) may
be extended to account for ebsentially all of the construction problems identified by
Polya (1962).

P .
L]

‘Auxiliary figures higher order rule - . ' ‘ , IR ) 14

Our initial analysis was based on a sample of five diverse auxiliary figures
problems. One of the problems used was, "Given the three medians of a triangle, con-
struct the triangle."” | v ‘ !

The analysis proceeded as before. First, we identified a procedure for solving
each problem. Then, we looked for similarities among the solution rules and identified
the component rules involved. In general, the required goal figures were not constructe
able via either the two loci or similar figures higher order rules. However, in each :
‘case the goal figure could be obtained from an (auxiliary) figure that was constructable
from the given information. In the problem above, for example, a triangle can be con-
structed from segments one-third the lengths of the given medians. The goal figure is
obtained by extending two of the sides of this auxiliary triangle to the respective -
median lengths and drawing lines through the resulting endpoints. 2

The analysis resulted in the auxiliary figures higher order rule shown in Figure
6e This higher order rule generates a solution rule

' for the illustrative task above as follows.. First, an arbitrary representation for
the solved problem ( S;, R;) 1is constructed. In this case, an arbitrary triangle is
"sketched," and its medians are represented on it. The first decision asks whether there-
1s (1) arf auxiliary figure, and (2) a rule r; which operates on the auxiliary figure.
“and generates the goal figure. In this task, there is such an guxiliary figure, a tri-
“angle having sides one-third the lengths of the given medians.l3 In addition, the rule,
vExtend the constructed segments to their given lengths and draw lines through their

. endpoints,” satisfies condition €2). The next decision (III) asks whether or not a
point is needed, in addition to the auxiliary figure, to construct the goal. Here, the
answer is ''no"; no other point is needed. Finally, deéision IV asks if there is an
auxiliary figure construction rule (r ) available whose domain contains Sy (S9¢€ Dom r a)

13. See Appendix F.
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Construct repreSentative S+ ;) patr,

- v ’

1."Does thers extst a potnt X In (Sy:R))
and 8 rule e such that (X, €E) € Dom r .
where € 1s a point or distance, and Ran rq c
S, l?d X satisffes two spetific conditions of
\;p::. given distance from a given point or 1ine
X s eguidistant from a ghgn pair of points

or Jines, and/or

X s the vertex of an lng\e of gtven
neasure subtend\ng 8 given segment?

yes

& r
2. Construct: o—tro ]

\J. Is there a rule " such gmt a paiv¥ consts-
ting of given points, Jines, segments, distances,
or angle measures in s‘ fs- 1n Dom " and there. ]
a Yocus L such that X € L € Ran r P Also i *?

/€ 13 8 point or distance, and Ran r  C 6, X

4. Construct solution rule I

STOP
Solutian rule is l’.
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+Figure 5

A. Does there exiu s point X in (s,. ‘)
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satisfies one of the conditions given in Ull

first decision (1.)?
- [
1
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] Construct representative (S].\R1) pair,

'

<

1. Does there exist an auxiliary figure'AUx.ﬁand y
a'rule r_, such that Auxye Dom r

9

q anfi I_@lar, rg c (5?-

e

I1. Construct:

T .
III.—AIs there a point X
€ Dgm ' such that X ¢ AUX?

T, _‘ lnov- q . \-a

/ IV, Is there a rp\e ry such'
/that Sy € Dom r, and Ran r
"C{A | A like AUX)?

a

yes

VI, Is there a rule r, such
that S, € Dom r, and Ran r,
A | A MkeAUX)?

_yyes
VII. Construct:

—

VIII. Is there a rule L
such that S] U AUX € Dom r, and \no

there is a locus L such that X°
\ €.L € Ran r 7 Also for rj? ¢

1 yes -

//éiflx. Construct solution rule R.:

r FL PL. rg

® B> @i P Qi@

. o X R
V. Construct solution rule R.:
‘ r r.° 4
a .
. g o & a
= | , ’ =

n (" - stp
. Solution rule 1s Rs'
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and whose range contains’ the auxiliary figure (1.e., Ran rat- L AjJA is Like AUKX} ). T
In this case, the ruie,‘ﬁCoﬁgttuct’a triangle from segments one-third the lengths of

threé given segments (wledians)™ $atisfies these conditions and operasion V constructs.

the solution rule, "Construct a‘triangle having sides one-third the length of the given

‘medians; extend two segments of the constructed triangle to the respective median lengths,

~and draw lines through the endpoints of the medians to construct the goal triangle.”

. The other path through the higher order rulé may be illustrated using the task,

"Given the four sides a,b,c,d of a trapezoid (a<c),.construct the trapezoid.' ‘Again,

. the answer to decision I is "yes." (Where the answer is 'nmo," the higher order rule
fails.) The triangle with c-a, b, d.'as jides, serves as the auxiliary goal figure and
the goal rule, "Through cormer points of Jan auxiliary figure and through another point
not in the auxiliary figure, draw segments to complete the goal," is selected. Unlike
the first path, however, the answer to decision III 1s "yes" since the-goal rule (r,)

- acts on pairs (X U AUX) consisting of “an auxiliary figure dnd a critical point X. %he
next decision (IV) asks if there is a rule r, that constructs the auxiliary figyre from
given information. This condition is“satisfied by the r, rule which constructs the auxi-
liary triangle from the, sides of-a trapezoid. DRecision VIII asks whether there are two
Iocus. rules (ry, and rys) which apply to the auxiliary figure and/or other given. informa-
tion (Sy) and whoBe ranges contain X. The circle rule (rg), applied to d%ffgrent portions
of 54V AUX, -plays’ the role of both locus rules, The solution rule (Operation 'IX) is a
concatenatign of the component rules. : "

.~ - - .
s

Combined two-loci, similar and auxiliary figures higher order rule

/ . Taken collectively, the three higher order rules describéd above can be used to
~construct solution procedures for a wide range of geometry construction problems.
Furthermore, they appear compatible both  with human behavior and with the heuristics
originally- identified by Polya (1962).. A ‘

/ This .is not meant to imply,-however, that ‘the three higher order rules are uﬁf
related to one another. Both the needed point X in tRe pattern of two loci, and the
similar figure in the pattern of similar figures can be regarded as ‘special auxiliary
figures. Indeed, one cbuld modify the.duxiliary figure higher order rule so that jt,
together with the relevant lower order rules, would account for all three classes of
problems.  In addition, the similar nd auxiliary figures higher order rules may be =

viewed* as progressive generalizationg of the two-loci .higher order rule. It is not
difficult to conceive of third level higher order generalization rulés which have the
two loci higher order rule and a similar or auxiliary figure as 'inputs, and a more gener-
al higher order rule in which a similar or auxiliary figure is substituted for the miss-
ing goint X, as the corresponding output. - _ _

Alternatively, the «£ombined two-loci, similar figures higher order rule (Figure
'4) can be extended to include auxiliary figures. In addition, the extehded higher order
L~ rule depicted in Figure 7 allows recursion on the higher order rules. .
o ) To see this, notice that the higher order rule shown in Figure 6

" cah- terminate at several points without finding a solution rule. In some problems this
is unavoidable; there may not be an auxilibdry figure from whfch the goal figure can be
constructed. Sometimes, however, there i’ an auxiliary figure, but one which is not
directly constructable from the given informatiom. - Such auxiliary figures can often be
constructed via the pattern of two-loci, the pattern of similar figures, or the pattern
of auxiliary figures itself, In those cases whére such an auxiliary figure exists, we
allow for this possibility by returning control to the start of the combined higher

. order rule in.order to derive an r, rule for conmstructing the auxiliary figure. e an

- " aukiliary figure (r,) ggle'has beer derived, the original procedure resumes.

. To see how this“higher order rule works, consider the following task, "Construct
~a trapezoid given the shorter base a, the base angles A and D, and the altitudé-ﬂt." As
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1O o _ o ’ ’
in the trapezoid example- given earlier, the needed. auxiliary figure 1s the triangle
having sides-c-a, b, and d. But, this triangle is not directly constructable from the
.  given information., None of the assumed lower order~tules is adequate, so the higher
order Yule breaks down at step VI, The flow of control therefore returns to step 1 with
the {1m of constructing the auxiliary figure, 4 Beginning here, the problem of construct-
. ing this. auxiliary figure is a straightforward sim}&pr figures task, one in fact which

we had sampled. . o, . : ‘

The higher order rule of Figure 7 also generates solutioﬁ\?ulesffor even more
complex problems, providdd we assume the necessary component rules. For example, con-
sider the problem, "Giyen three noncollinear points A, B, and C, construct a line XY
vhich ‘intersects sggﬁbntp§ﬁ in the point X and segment BT in the point Y, such that seg-
ments AX, XY, and YB are all of the same length:“ ‘ :

a

e

Figure 8

} The reader may{%ish to derive the solution rule for this more difficult probleih
himse%f. (Hint: Several recursions are required.tj%or details see the unabridged re-
port. o ' '

DISCUSSION d
Summary ‘

In.summary, a quasi-systematic method for characterizing heuristics involved in
problem solving was proposed and illustrated with compass. and straightedge constructions
invqeometry. Higher order rules, together with correspohding sets of lower order rules, ?
were constructed for the two-loci, similar figures and auxiliary figures problems iden-
tified by Polya (1962).,: First, the two-loci heuristic of Polya was made precise. We -
saw how decision making capabilities (decisions), ard' particularly the conditions used
to define decisions, play a central role ih higher order rules. The similar figures and
auxiliary figures heuristics were similarly formulated. We also-showed how the two-loci’
and similar figures higher order rules could be coﬁbined to form one higher order rule,
which (together with appropriaté lower order rules) provides .a basis for solving both

14. This involves memory and is not indicated in the flow diagram.
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‘kinda'bf problems. Finally, a combined two-loci, similar and/or auxiliary figures high-
er order rule was constructed. This higher order rule allows recursive returns' to com=
ponents of the higher order rule, corresponding to the individual higher oxder rules,

* and was considerably’ more powerful than the others. fts use on some complex problems
was illustrated. S -

. Overall, the analyses demonstrated the viability of the amalytic method. The
higher.order rules identified were precise, compatible with the heuristics identified
.by Polya, and intuitively seemed to reflect the kinds of relevant knowledge that success-
ful problem solvers might have. , ‘ o . .

' The,ceﬁtral role played by s¢iantics in the analysis should be emphasized. The
meaning of each task was represented by a goal figure (S1, R1) representing the giver”

- goal situatiﬁn‘fﬁso, Ro) . The'relations among, gnd properties of, the elements of these
figures, together with the domains and ranges of individual rules, were reflected direct-
ly in the, higher order rules. Although little atitention was given to. the formal repre-
centation of semsntic features, the goal figures clearly placed powerful constraints on
the rules selected at each stage in applying the higher order rules. Representation in .
terms of gome arbitrary (e.g., random) syntax, unconstrained by goal figures, would have
necessitated backup capabilities and, in ptinciple, "could easily increase the number of
possiblérebnstrUCtioq rules at each stage ‘beyond any redsonable computational capability.
That 1isy without the constraints imposed by the'goal figures, the number of possible ..
points, arcs, and lines that might be constructed could be almost unlifited. The effect

" of using goal figures is very much the same as that referied to by Winston (1972) im a-
‘recent paper on vision. He argued that although the number of combinatorially possible

. arrangements of vertex types (Guzman, 1968) is very large, the number of types that
yield real figures is much small¥r. < T '

-

Limitations T ) L
Nonetheless, . the present study has certain limitations which, in principle} could
be..overcome. First, as in existing state space formulations, all of the higher order
operations were limited to compositions of rules. In future research, more attention-
should be given to other kinds ofi-operations. Generalization, restriction, and selection
tules (e.g., Scandura, 1973a), for example, might well be expected to play an important .
role in problem solving. ' ' - :
There are a variety of ways in which such rules might enter. (a) In discussing
the two-loci higher order rule, we have already seen how the scope of a decision (making -
capability) may be generalized to generate solution rules for a broader range of problems.
In particular, we saw how the first decision, which was initially restricted to situations :
where the desired point X was a given distance from two given points, could be general-
ized, for example, to allow the point to be the same distance from two given points. It
{s not hard to envisage a generalization rule by which such shifts might be made. The
relationships observed previously between the missing points X,-and the similar and aux-
iliary figures, suggest another kind of generalization involving the identified higher
order rules. s
~' (b) There are a wide variety of construction' problems which might require the
independent derivation of more than one missing point X, similar figure, or auxiliary R
figure. As a simple.example, consider the task of constructing two circles, one of which
1is to be inscribed in a given .triangle and the other, to pass through its vertices (i.e.f
to circumscribe the triangle). In this case, the problem can be solved by applying the
two-loci higher order rule twicé. The higher order derivation rule here can be thought
of as a generalization of the two-loci rule in which two or more applications (iL.e., - .
recursions) may be allowed. One can easily conceive of a simple higher order generaliza-
tion rule which operates on rules and generates corresponding rules which are recursive.
The combined two-loci, similar and auxiliary figures higher order rule is one possible
congeguence of apply some such higher order rule. . ’
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(¢) If we had allowed unsolvable variants of the problems é;nsidered, truly via-
ble solution ‘rules would have to be appropriately restricted. The solution rule for '
"constructing a triangle with $ides of predetermined length," for example, works only
when the sum of each pair of sides of the triangle is greater than the third. A com-
pletely adequate solution rule would have to tesF this possibility. It is possible to
conceive of higher order,rules, which operate on rules of various kinds together with
special restrictions (e.g., the triangle inequality) to generate correspondingly re-
stricted rules. : \ ' . '

(d) It is also possible to conceive of thré&e dimensional analogues of compass
and straightedge ‘constructions. In this case, the higher order rules would operate on
the usual two dimensional construction rules and would generate their three dimenﬁiongl( :
analogues. For example, a rule for constructing the locus of points equidistant from a
given line (i.e., a pair of lires) corresponds to a three dimensional rule which con~ @«
structs a cyiinder about the line. I . '

A second limitation is that nowhere did deduction ‘play a r;ie in our analysis.

In solving constructions, real people frequently attempt to justify logi®ally the various
constructions they make. Constructing a triangle given its three medians, for example,
requires that'a persén know or deduce the fact thit the medians intersect at a point
‘two-thirds of the way from each: vertex to the opposite midpoint (see footnote 13). To.

. this extent, .our analysis is limitpd and may not adequately reflect human knowledge.

Our rules réflect semantics, but not inference. Extension of the proposed analysis to
deduction should be a first order of business. It is likely that existing geometry
theorem proving systems (e.g., Gelernter; 1959) may be useful in this regard. i

A third major limitation of this research is that cumulative effects of learning

were not considered: each problem in our analysis was considered as de novo. If one
‘wishes to characterize solutions to problems in a given class (e.g., the two-loci tasks)

 relative to a fixed, self-sufficient set of rules, somte fairly complex rules ‘(e.g., the

[3

angle vertices rule) must be included. Furthgtmore, and ‘in many ways more important, ,
such characterizations, at any particular-level 'of analysis in a task domain tend to lack
.flexibility., The atomic elements are so large, relatively speaking, that there are many - :
intermediate level problems that cannot readily be solved using such rule sets exclusive- T
ly. Also important from the standpoint of behavioral analysis, it is doubtful that such
lower order rules would adequately reflect the knowledge had by most subjects: assumed to -
know the identified higher order rules. Such subjects would almost\certainly also know
a wide variety of simpler construction rules, even though we might not explicitly include
- them in a rule set determined by ‘sampling complex problems of the sor: we used, Future
-swork is planned which is designed to meet many of these oBjections. /

‘Future directions

-
G

The method of analysis used in the present ;esearch’is based on Scandura's (1973a)
theory of structural learning, more particularly on those aspects of it which deal with
competence. The aim of the latter is to specify (hopefully mechanizable) procedures:

‘~which characterize the knowledge underlying given classes of behaviors (e.g., problem

¢

solutions) that one might wish to attribute to an idealized knower. As noted, our
approach to this problem involves the.invention of finite sets of rules (including high-
er order rules which may operate on other rules as well as on data elements) which can
be applied as indicated for example, to generate problem solutioms. , .

This level of theory, of course, applies only at an analytic level in the sense
generative grammars account for language behavior. The relevance of the theory to actual
human behavior, or, for that matter, 'to the design of artificial intelligence systems,
~depends ‘fundamentally on our ability to specify mechanisms by which such rules are to
interact in specific situations, and what effect if.any such interaction has on the
nature of the rule set itself, ’ '

& *
15. ~Implicit in the above examples is another limitation. to which we have indirectly
referred previously. Our original analyses were limited almost exclusively tovsingle
higher brder rules. 1In no case did we attempt to identify rules which may operate on
higher order rules, although our examples makeé it clear that we could have done so. The
problems involved in accomplishing this would be ptacticl{ rather than theoretical.

) 99 4/ h 2 -
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The structurnl/learning cheory (Scandurn. 1973a) 1s partly concerned vith the
'specification of such mechanisms. The theory rests on the fundamental and widely ‘held
assumption that in problem.solving people are: attempting to achieve some goal. In the
simplified version of the theory considered here, the basis mechanism which governs the
- use of available rules is as follows: (A) The subject tests his available rules (r) to
'see Af one (or more) of them satisfies the given goal situation (i.e., If ‘So € Dom r and
Ran r C© Goal). If so, the subject will apply it. (B) If a subject does not have a rule
available for achieving a given goal, then control automatically shifts to the higher
level goal of deriving a procedure which will satisfy the original goal. (C) If a high-
et level goal has been satisfied (that is, if some new, rule has been derived vhich con- -
tains the stimylus situation in its domain.and whose outputs satisfy the original goal
criterion), the derived rule is added to the set of available rules and control reverts
back to the previous goal. The third hypothesis allows coritrol to rettirn to lower level -
goals once a higher level goal has been satisfied. (For more general andirigorously
formulated sets of hypotheses see Scandura, 1973a.)

Puttiﬂg all this together, we see that if an appropriate higher order rule is
available when control shifts to a higher level goal, then the higher order rule will
‘be applied and control will automatically revert to the original goal. The subject will’
then apply the newly /derived rule and solve the problem. If the subject does not have .

a higher order rule available for deriving a procedure that works, then control is pre- -
sumed to move to still higher levels (e.g., deriving a rule for deriving a rule that .

works) . Although this process is assumed to go on indefinitely in the idealized theory,

memory places strict limits in actual applicatﬂbﬂs.

: Even this simple assumption provides an adequate basis for generating predictions
in aswide ‘variety o problem solving situations.‘ Consider the problem of converting a .
given number of yards into. inches. There are two possible ways in which a subject might
.solve the problem. The, firstiyis to simply know, and have available, a rule for convert-
ing yards directly into inches: '"Multiply the number of yards by 36." 1In this case,

. the subject need only apply the rule according to hypothesis (A).. The other way is more
interesting, and involves the entire mechanism as described above, Here, we assume that
the subject has mastered one rule for converting yards into feet, and another for con-
verting feet into inches. The subject is also assumed to have mastered a higher order
composition rule.

In the second situation the subject does not have an applicable ru1e ‘which is
immediately available, and, hence, according to hypothesis (B), he automatically adopts
the higher level goal of deriving such & procedure. Then, a¢cording to the simple per=- ’
. formance hypothesis (A), the subject applies the higher order composition ‘rule to the
rules for converting yards 'into feet and feet into inches. This yields a new composite
rule for converting yards into inches. Next, control reverts to the original goal by
hypothesis (C) and, finally, the subject applies the newly derived composite rule by
hypothesis (A) to generate the desired response.

Moreover, this mechanism provides a baais for an efficient characterfzation of
learning, since, according to hypothesis C, newly derived rules are added to the know=
ledge base (rule set). Such (additiomal) rules are in no way distinguished from any
others in the rule set; for example, they may serve as component rules in new higher
order rule applications., (Also, it should be noted that derived rules may themselves
be of higher order and may, thus, be used to satisfy future higher level goals.)

To see how knowledge may cummulate according to this mechanism, let us assume
that the learner initially knows rules for converting miles into yards, yards to feet,
feet to inches, and the higher order composition rule above. Suppose also that- the
. learner is first presented with the problem of converting miles to inches. In this
. gituation, the learner will fail to solve the problem, since the composition rule we
specified above applies only to pairs of rules., (We assume that it does mot -apply to

itself.) However, if the problem of converting yards to inches is presented first, the

i
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subject will/églve it as before, 'and dertve a ygrds to inches rule in the process.
‘Further, if the miles-to-inches problem is then presented, -it can be solved using the
, derived yards to inches rule and the miles to yards rule as components. Although this
example is obviously very simple, it does illustrate the potential importance of pro-
blem sequence in a growing (learping) system. .
. ‘~Although other investigators have made use of similar notions in varying degrees,
the type of mechanism proposed appears to‘make more general use of rule and higher order
rule constructs. Frequently, for example, procedures. which are allowed to operate on
‘procedures dre not themselves part of the knowledge basey they are viewed as control
processes. (In the present case, only the learning mechanism itself acts as a control
process.) Nog are newly derived solution procedures often added to the set of available
- procedures. Newéll & Simon (1972, p. 135), for example, allow the" Logic Theorist to add
proved theorems to an initial set of axioms, but .this is essentially at the level of da-
ta, upon ¥hich proof generation procedures operate, and not at the level of the proce-
dures themselves. Viewing learning as "debugging", (e.g., Minsky & Papert, 1972) or as
~ "means-ends" analysis (Newell & Simon, 1972) is essentially analogous to the introduction
of higher order rules except that in these cases implicit restri¢tions are imposed on
the allowable higher order rules. o ’ ' Lo A
In any case, most investigations in artificial intelligence have involved some
kind of state space representation (e.g., Niissom, '1971), with problem solving involv-
ing some type of search. No generally agreed upon way of representing learning seems
to have emerged, however. Sometimes, learning is treated as the modification of para-
.meters in evaluation functions which select 'promising' nodes for expansion (e.g., .
Samuel, .1959). In other cases, learning systems have been devised to reflect stimulus-
response principles in psychology (e.g., Feigenbaum, 1961, Bower, 1972). Where con-
| sidered by information processing psychologists who have adopted this point of view (e.
' 8., Rumelhart, Lindsay, & Norman, 1972), learning involves the transformation of one -
‘state space to anothér (Scandura, 1973b). - _

Though the proposed representation may be formally equivalent, it is our belief,
based on a variety of studies with human subjects (e.g., Scandura, 1973a), that it i%
not psychologically equivalent. For one thing, our search for basic psychological
mechanisms (e.g., of learning), which reflect commonalities in human behavior, differs
in important ways from that in computer simulation, where the essential goal is to paral- '
lel overt human behavior in complex instances of problem solving and where the basic
mechanisms (e.g., means-ends analysis), therefore, are often judged on more immediately
pragmatic grounds. N : : ’ -

Irrespective of one's opinion on the issue, the laws which govern the interactions
among individual rules are assumed to be fixed once and for all and have potentially impor-
tant implications for computer implementation. Iu particular, the fixed mode.qf interaction
would make it possible in principle to modify and/or extend an artificial intelligence
system rule by rule, ‘without having to worry about the effects of these.changes on other

- parts. (This latter property appears to some extent to be shared by Newell and Simon's
(1972) production systems.) - - ’

One of the major complications in current artificial intelligence research is that
even minor changes in one part of a'system may have unpredictable effects which may re-
quire compensating changes elsewhere. The switch to heterarchical systems (e.g., Minsky
and: Papert, 1972) in which control may shift among individual programs in some predeter-

'

mined manner, does not appear to.alleviate this problem.”” In contrast to the above me-
chanism, the mode of control in heterarchical s&stems may vary from system to system,
and worse, from the standpoint of debugging, may interact with the individual programs
themselves. In short, the important point for artificial intelligence research is the.
possible advantage for implementation of a fixed mode of interaction. -

' Whether or not the mode of interaction is restricted to that proposed here is
not the most crucial point’, To the extent that artificial intelligence research may

16. See Appendik G.
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.. penerit Dy taking account ot such mecnanisms, psychological research aimed at discover-

¢ ing what these mechanisma are would "appear to be a first order of business for those

. interested in human thought, (For a "richer" ‘theoretical mechanism which incorporates
‘?memory, see Scandura, 1973a, Ch, 10,)

With the foregoing in mind, an alternative which we are now pursuing is to begin

;initially with rule sets composed of simpler rules, igd to allow these rule sets to grow

‘gradually by interacting with a problem environment. In the present case, only three

‘atomic operators (lower order rules) will be introduced initially: (a) setting a coem-

pass to a given radius, (b) drawing a straight line’ (segment), and (c) using a set com=~"
pass to 'make a circle. It is not immediately clear what the higher order rules should
be- but, presumably, any reasonably satisfactory rule set would include some types of ,

: ;31mp1e composition, conjunction, and genetalization higher order rules, together, possi-
“bly; with variants of the two loci and other higher order rules identified above. It

should be emphasized. in this rega that the initial selection of wyles would not.in
itself be sufficient; the choice a sequencing of to-be-solved prob .may also be
expecteq to ‘have important effects on. both.the rate and type of knowledg® acquisitior.
For obvious reasons, computer dmplementation seems almost essential in thissresearch and ’
48 the course we are pursuing. .

'
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Artificial Intelligence

Thé present research appears to have three genfral implications for work in simu-

5ﬂAlation and artificial intelligence.

First, the rules we have identified may be implemented relatively easily (some have

".already been). As such, they would be useful either directly in systems concerned. with .
. -geometric figures and constryctions, or indirectly in research having more encompassing
‘. raims as described above.

- Second, the results are suggestive of how the construction of at least certain

.‘“.artificial intelligence systems might be partially systematized. In this regard, th
+ ‘topic of compass and straightedge constructions is not nearly as important as is the
. fact that the analysis serves as a prototype for the proposed method of analysis., At

the present time this method is being used to ana}yze the proofs contained in an experi-
mental algebra I high school text based on axiomatics.

Third, our use of flow diagramming as a mode of representation of individual rules
suggests that perhaps such representation might play a somewhat larger role in the expo-
sition of future artificial intelligence research. The routine use of a large number of

" different and highly technical programming languages is often gnough to turn away out-
‘siders (such as burselves) who might otherwise be interested.

The limitations of flow
diagrams with regard to memory considerations may be a small price to pay for a more
néutral and familiar form of representation. Furthermore, flow diagrams have a flexibil-
ity as to level of representation which is not shared by particular programming languages.
This makes it possible to. more readily represent basic components at a level of atomicity
tailored to immediate needs, and to psychological reality (cf. Scandura, 1973a), rather
than to basic components determined by some programming language. These comments, of
course, apply only to psychological and expository considerations and say nothing of the
more strictly technical problems of representation which must be dealt with in computer
implementations,

Education

'The resuits of this study also have both long range and immediate impiications
for education. The promising nature of the results attests to the practicability of the
proposed apprcach as a means of identifying the knowledge underlying reasonsbly complex
kinds of problem solving. In addition to serving as a prototype, the identified rules.
themselves could be helpful in teaching high school students how to solve compass and

- 17. See Appendix H.

See-Appendix I,
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. ‘straightedge construction problems,: . . > c, !
, By identifying precisely what it 1is. that students must kyow (i.e., 04e possible
knowledge base), thesc¢ rules provide an explicit basis for both diagnosis and instruc-
tion. In particular, the methods. of analysis formalized by Scandura (1973a) and -devel-
' oped empirieally by Scandura and Durnin (1923) and Durnin and Scandura (1973) -can be ;
applied directly to assess the behavior potential of individual subjects on the indivi-
. dual rules, .including the higher order ones. Operatiqnalizing the knowledge of indivi-
~ dual subjects in this way, and comparing this knowledge with the initial competence o
theory (i.e., set of rules), provides an explicit basis for remedial ins;;uc;ioq$(0urnin
& Scandura, 1973). In effect, each %uﬁﬁect can be taught- precisely those portions of
each ‘competence rule which testing indicates he has not mastered. . K
Care was taken to help insure that the higher “order rules reflect. the kinds of ,
ability individual subjects might have, or use. 'To the extent that theiidentified high--
€r order rules are unknown to high school students,/ instruction in these rules ought to
facilitate problem.solving,pérformgnce. The diagnostic and gds;ructiOQ%I'efficacy'of

‘these higher order fules has been demonstrated. in a recent field test XScandura, Wulfeck, |

Durnin, & Ehrenpreis, 1974); , » : ) - ‘»?l A '
’ .The above discussion of how knowledge is acquired through intgfaction,éfgthe" ‘
learner with a problem enyironment also has educational ‘relevance. éﬁbécifically,'by .
“assigning values to varipus objectives and costs to particular kindsyof instruction (or
rules), it should be possible to study the problem of instruétional%éequenbihgvand;épti-
mization in a way which is both'preqisgvand relevant to meaningfulé?dudat{bn.;-We view

this as a critically . impottant, problem for futuﬁé*tesearch. : -gg
. o . o . . ;f/ ) s ﬁ§
o ! ,é% .
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- : APPENDICES

Appendix A.--The only really adequate way of .determininf whether a rule is comwpatible-
with human behavior is to effect a behavioral test; that is, to see whether a rule _
provides an adequate basis for assessing the behavior potcnti{l/ of individual subjects,
thereby making it possible to predict the behavior of individual subjects on new
instances (of the rule). (The theoretical foundations for such tests have been worked
out and tested empirically [Scandura, 1971, 1973a,' Scandura & Durnin, 1973; Durnin &
Scandura, 1973].) The basic idea is to determine. each subject's behavior potential
with respect to each rule in an identified rule set, and then to use the theory as a
basis for making jpredictions’ concerning performance on problems which require inter-
actions among the' rules. The closeness of fit between the predictions and observed
behavior would provide a direct test of the adequacy of the rule set. A study reported
;in Scandura (1973a) on rule generalization was of this type. Since this was impracti-
‘cal in the present study, we adopted the weaker and less rigorous criterion of ‘requir-
ing that the ru1e sets be compatible with our intuition (cf. Chomsky, 1957).

Appendix B.-—Strictly speaking, human subjects are presented with statements of prob-
1ems@as stimuli. Throughout this and our subsequent analysés we assume that the sub-
ject's initial subgoal is to interpret the goal statement (i.e.; determine its meaning).
The second subgoal is to solve the problem. 1In effect, the initial goal is divided
into a pair of subgoals to be achieved in order. Our analysis 1s limited to the
second part of this task, and then only on the assumption that there is no further
division of the problem into subgoals. We also assume that the given problem state-
ments can be uniformly and correctly interpreted.

. Although we do not pursue the question here, we have reason to beldeve that
forming subgoals is closely related to the question of (problem) representation
(cf Amarel, 1968). , . . 8

Appendix C.--Other representations would probably be more-efficient for computer imple-
mentation, since graphic systems are relatively complex to implement. For example,
some sort of naming system for points, lines, etc. could be devised together with
appropriate interpretive routines to identify relations of interest among elements.
In fact, the naming system for triangles in common use, evolved for just this purpose;
names. for sides, vertices, medians, etc., if correctly interpreted, carry much infor-
mation about relative position, intersections, etc. .

L]
Appendiﬁ D.--In the structural learning theory (Scandura, 1973a), it is assumed
the problem solver automaticdally tests the solution rule Rg to see if it satisfics 4
-higher level goal condition. That is, is So € Dom Rg and Ran Rg € G? 1f the higher
level goal 1s satisfied, control is assumed to revert to the original goal so that Ry
will be-applied.
Appendix E.--In evaluating alternative rule-based accounts for a given class of tasks,
decisions must always be made concerning exactly how the computational load should be
apportioned to the higher and lower order rules.- Any number of alternatives exist; at
one extreme, the lower order rules may do all of the computation, in which case a
separate rule would be needed for each type of problem, and, at the other extreme, tie
componént lower order rules ??k be of minimal complexity with the higher order rule
assuming most of the computafional burden. The requirement of compatibility with
human knowledge, of course, substantially reduces the number of plausible characteri-
zations.
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Appendix F.--We do mot attempt to spell out the procedures necepsary for™f ng
auxiliary figures. lowever, in all of the sampled auxiliary figures problems, it was
necessary to construct,a line parallel to some "distinguished" ling through some
"distinguished" point not on that line. Such procedures also frequently require
special knowledge == for cxample, that medians intersect at a common point that is -
2/3 of the distance from the' respective vertices to the midpoint of opposite sides.
Such- inowledge is frequentky logically deducible, but for our purposes, may be repre-
sented in terms of simple "associations" for example, between triangles with their i
nmedians and the cormoh intersection property.

- >

Appendixn G.--Scandura's (1973b) comments regarding relationships between the structural
learning mechanism, and the notion of heterarchical control in systems of artificial
intelligence (Minsky & Papert, 1972) wmay be relevant here.

"For a time artificial intelligence systems were viewed as wholes, as frequent
complex programs. As work in the area’Progressed, the difficulties of building upon

"earlier work became increasingly clear because of the close interrelationships among
various parts of such systems. To overcome this limitation, heterarchical, or modular
planning has been used (e.g., Minsky & Papert, 1972). Heterarchical systems comnsist
of sets of programs (modules) pertaining to syntax, semantics, line detection, and so
on, together with a heterazchical executive which switches control among these "modules
in accordance with a predetermined plan.

"Modules in heterarchical systems correspond,essentially to rules in the struc-
tural learning theory; the executive control structure corresponds to the basic mech-
anism. There is, however, an.i nt difference between the two. In heterarchical

 systems, the basic goal is pragmafic.] Such systems make it easier to modify and build

upon previous work. No one seriougly means to imply that heterarchical comntrol
reflects the way people perform, although in developing artificial intelligence
systems intuitive judgements are sometimes made with this in mind.

*  "In contrast, the structural learning mechanism is assumed to be built into
people (presumably from birth); it is not learned and need not be taught. While the
"rules a person knows may increase from time to time, the mechanism is assumed to
remain constant. A ’

is is a strong claim, something which no resporisible persor would make con-
cerning executive systems currently used in heterarchical systems. Among other things,
it is very unlikely that an existing control system would be useful in systems other
than tlie one for which it was designed. It is my contention that benefits might accrue
in artificial intelligence and, of course, in simulation if structural- learning like

control structures were used [pp. 42-43]."

Appendix H.--Such rul: sets have been called innate bases (Scandura, 1973a, Ch. 5).
In general, innate bases lack the immediate, direct computing power of comparable
rule sets-composed of more complex rules but, theoretically at least," €an grow to
become more powerful. . :
Appendix 1 --We realize, of course, that some computer specialists may noz~take our
suggestion very seriously. We, however, find the work in simulation and Al highly
suggestive for our own studies and hope in the interest of interdisciplinary communi-
cation that some readers may be moved more in this direction.
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